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Abstract: I show that, under standard assumptions, input-output (or network) economies are equivalent to value-added ones. Using a generalized version of the model in Acemoglu et al. (Econometrica, 2012), I show that the degree of influence of a given sector is equal to its value added share. This occurs because --by using the input-output network-- the output of a given sector indirectly contributes to the production of the final consumption of the rest of the sectors, which constitutes the source of its value. Thus, value-added economies deliver the same aggregate response to sectoral shocks than input-output ones. Despite this equivalence, the Leontief multiplier, which applies to sales and gross output, is intact.
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1 Introduction

A recent literature, based on input-output economies, focuses on the interaction of sector-level shocks and aggregate outcomes (e.g., Caliendo, Parro, Rossi-Hansberg, and Sarte (2014), Acemoglu, Ozdaglar, and Tahbaz-Salehi (2013), Acemoglu, Carvalho, Ozdaglar, and Tahbaz-Salehi (2012), Jones (2011), Horvath (2000), Horvath (1998), and Long Jr and Plosser, 1987). The results in this literature stress the fact that the sectors differ in terms of their “degree of influence”, which is determined by the inter-connections among sectors through input-output relationships. The basic idea is that sectors that are suppliers of an important number of industries in the economy play a central role in the input-output network, and have a high degree of influence.

A standard result in this literature is that the effect on aggregate GDP of a change in productivity of sector $i$ is obtained by multiplying the log change in productivity, $da_i$, times the degree of influence of the sector, $v_i$, that is $dy = v_i da_i$. In contrast, standard multi-sector value-added economies conclude that the change in aggregate GDP is obtained by multiplying the change in productivity of the sector times its value added share, $\alpha_i$, that is $dy = \alpha_i da_i$.

In this paper, I show that, under standard conditions on the specification of the technology, the degree of influence of a given sector is simply equal to its value added share. That is, I show that $v_i = \alpha_i$, $\forall i$. I also show that the allocation of primary inputs across sectors is the same in both models. Moreover, under one additional general assumption, I show that equilibrium GDP levels in both economies are the same. In summary, I show an equivalence between input-output and value-added multi-sector economies.

The result helps to identify the key economic channels through which sectoral productivity changes affect aggregate variables and to clarify the role played by the Leontief multiplier in such outcomes. One key assumption is that productivity improvements work through affecting the efficiency of primary inputs and not (directly) the efficiency of intermediate ones. Thus, the equivalence result does not mean that we should forget about input-output economies, quite the contrary, it highlights the importance of understanding the true nature of technological and productivity improvements at the sector level, including the efficiency of intermediate inputs.

To understand the intuition behind the equivalence result it is necessary to reconsider two important features of input-output economies. The first feature is the difference between
value added and final consumption at the sector level. While the sum across sectors of each of these concepts is equal to GDP, these need not be equal at the individual sector level. But, if final consumption is the only source of value in the economy, how can the value added of an industry be different from the value of its own final consumption?

The key observation is that in input-output economies, gross output of a given industry can be used either as a final consumption good, or as an input in the production of other industries. Thus, the output of each industry, indirectly contributes to the production of many other consumption goods through the input-output network. The source of the value added by a given sector consists on its overall contribution to aggregate consumption –not only to its own consumption good, but possibly to other consumption goods produced by the rest of the sectors. For some industries, value added is higher than its own final consumption, which means that the output of this industry is being used to produce other consumption goods in a relatively intensive way. In contrast, for other industries, value added is lower than final consumption, which means that the source of such extra consumption is in the production that takes place in other industries. As an extreme example take the corporate sector. This sector is not consumed by households, therefore all its production is used as intermediate inputs in other industries. Does this mean that its value added is zero? No. Value added is still positive, because the corporate sector still contributes indirectly to the production of other final goods.

Crucially, the way the output of sector $i$ contributes to the production of the consumption goods of other sectors is through the use of such sector’s output as an intermediate input in the economy. As a result, there must be a connection between the value added share, and the importance of the sector in the input-output network –which is given by the degree of influence. If a sector plays a central role in the input-output structure, it means that it is the source of a large share of final consumption expenditures, and of a large share of GDP.

To further illustrate the argument, I present in the paper an example where sector 1 is the only supplier of intermediate inputs in the economy. Thus, sector 1 plays a very important role in the input-output network, and it has a large degree of influence. The number of sectors is very large, and each has an equal share of final consumption expenditures, so this share tends to zero. Does this mean that the value added of the sectors is zero? Not at all. In the paper, I show that the value added of sector 1 is larger than its own final consumption. In fact, it is equal to its own final consumption plus a fraction $0 < \sigma < 1$ of the final consumption of the rest of the sectors. In contrast, the value added by each of the other sectors is smaller than
its own consumption, and it is equal to the remaining fraction \((1 - \sigma)\) of their corresponding final consumption. Thus, the value added share of sector 1 is large and equal to its degree of influence. Likewise, the value added share of each of the other sectors is small, and equal to their corresponding degrees of influence.

The second feature of input-output economies needed to understand the equivalence result refers to the existence of a multiplier. In the model, there is a multiplier that applies both to sales and to gross output. The sales multiplier works exactly as in Leontief (1986): in order to increase the final consumption expenditures of sector \(i\) by \$1 dollar, it is necessary to increase the sales of sector \(i\) by more than \$1 dollar.\(^1\) Put it slightly differently, start with an original change of \$1 dollar in the sales of sector \(i\), thus, given the multiplier, you will end up increasing its sales by more than \$1. Of course, the difference with the Leontief analysis is that here the original increase of \$1 dollar in sales of sector \(i\) has to be given by a change in exogenous parameters. The same multiplier applies to gross output: start with any exogenous change that originally increases gross output of sector \(i\) by 1%, then the final change in sector \(i\)'s gross output will end up being larger than 1%. Note also that this means that a generalized original increase of 1% in gross output (sales) in each and every sector, ends up increasing aggregate gross output (aggregate sales) by more than 1%.

What about the multiplier for changes in productivity? Does an original 1% increase in the productivity of a sector generate an increase in GDP that is larger than its value added share? This is equivalent to ask whether the value of the degree of influence is bigger than the value added share. To answer this question, the specification of technology crucially matters. In particular, the answer depends on how the given change in productivity affects gross output. To illustrate this, I distinguish between a technological change that preserves a balance between primary and intermediate inputs, and one that does not. The first one I call it Z-type technology, and the second one A-type technology. Also note that the importance of primary inputs in the production function is given by the coefficient \((1 - \sigma_i)\), while the remaining fraction \(\sigma_i\) represents the importance of intermediate inputs.

When technology is of the A-type (unbalanced) a change in productivity affects only the efficiency of the subset of primary inputs, and it does not directly affect the efficiency with which intermediates are used in the production process. Therefore, in this case, a 1% increase

\(^1\)The reason for this is that in order for such an increase in consumption expenditures to occur, it is necessary to increase the purchases (and the sales) of other sectors which \(i\) uses as intermediates. Since the other sectors also use sector \(i\) as an intermediate input, the final change in sales of sector \(i\) has to be larger than \$1 dollar in order to supply such amount of consumption expenditures.
in the productivity of sector $i$ generates an original increase in gross output that is less than 1%. In fact, output originally increases by $(1 - \sigma_i)(1\%)$ as a result of this exogenous change. This quantity is then multiplied through the input-output network. In this case, the degree of influence of a sector is exactly equal to its value added share in GDP.

In contrast, when I consider a Z-type technology (balanced) a change of 1% in the productivity of sector $i$ translates into an original change in gross output of exactly 1%, which is then multiplied. As a result, the aggregate effect of a 1% percentage change in productivity is bigger in this case than in the A-type technology, and the degree of influence is given by the sales to GDP ratio (the “Dommar weights”), which is bigger than the value added share. The same results, nonetheless, can still be obtained in a value added economy if the technology parameters are raised to a power given by the inverse of the ratio of value added to gross output.

**Related literature.** This paper relates to the recent literature on input-output economies in the context of general equilibrium. Acemoglu et al. (2012) and Acemoglu et al. (2013) consider input-output economies to study certain properties of business cycles and large economic downturns. In particular, they consider a world where technical change is unbalanced between primary and intermediate inputs (A-type). These papers dig into the origins of fluctuations with special emphasis on the role of input-output inter-connections. My paper shows that an alternative (and simpler) model that would deliver the same results is a value-added economy with Hicks-neutral technical change.

Jones (2011) considers an input-output economy with a Z-type technology. Note that in the value-added economy, technological change will naturally be unbalanced between primary and intermediate inputs (as there are no intermediate inputs). Thus, in principle, the economy considered by Jones is not equivalent to a value-added economy. Nonetheless, in the paper I show that a mechanical way to make the value-added economy deliver the same results as in Jones (2011) is to consider productivity parameters raised to a power that corresponds to the inverse of the share of value added in gross output.

Jones (2011) also studies the effect of distortions to the price of gross output at the sector level. In a companion paper (Leal, 2015), I measure distortions similar to the ones in Jones (2011) for a typical developing country, and quantify the importance of eliminating them. One key feature of these distortions is that they are isomorphic to Z-type technological
change, and thus, a given percentage change in distortions gets fully multiplied.²

2 The value-added economy

This section presents an economy based on the choice of quantities that are expressed in terms of value added. This is the model that modern day macroeconomists are more familiar with. The main goals are to study the determinants of the efficient allocation, and to arrive to an expression that relates changes in productivity of individual sectors with changes in aggregate output.

There are $N$ sectors, where $N$ representative firms produce different goods. These firms are not inter-connected through input-output relationships, because they produce output in terms of value-added. There is a representative household that consumes a composite of the $N$ goods, and is endowed with $H$ units of labor. Preferences are given by $u(C)$, and leisure is not valued. Labor can be allocated to either sector without incurring any relocation costs.

In each sector $i$, there is a representative firm that has access to the following production function: $y_i = A_i h_i$, where $h_i$ are hours in sector $i$, and $A_i$ is labor productivity. Note, again, that no intermediate inputs are used in the production of $y_i$. There is also a producer of the composite that uses goods from the $N$ sectors to produce, and has access to technology $\tilde{Y}(x_1, \ldots, x_2) = \prod_{i=1}^{N} x_i^{\alpha_i}$, with $\sum_{i=1}^{N} \alpha_i = 1$. Where the tilde is used to distinguish this quantity from the corresponding one in the input-output economy.

**Social Planner** Consider the social planner’s problem. Provided that, the utility function of the household is increasing in $C$, the social planner’s problem consists on maximizing the production of the composite, subject to technological and resource constraints:

$$\max_{\{x_i, h_i\}} \left\{ \prod_{i=1}^{N} x_i^{\alpha_i} \right\}$$

s.t.

$$x_i = A_i h_i, \; i \in \{1, \ldots, N\}$$

$$\sum_{i=1}^{N} h_i = H$$

²In this companion paper, I show that the effect of distortions on aggregate output depends on the input-output structure.
which can be simplified as:

$$\max_{\{h_i\}} A \prod_{i=1}^{N} h_i^{\alpha_i}; \quad A = \prod_{i=1}^{N} A_i^{\alpha_i}$$

subject to

$$\sum_{i=1}^{N} h_i = H$$

(1)

Thus, the problem of the social planner is to allocate labor across the sectors in order to maximize the production of the composite, subject to a feasibility constraint on the supply of labor. Note that there is a basic trade-off: the more labor is allocated to sector $i$, the less labor is allocated to sector $j \neq i$. As usual, the social planner will allocate labor in sector $i$ up to the point in which the marginal productivity of an extra hour is equal to the marginal cost. And the first order conditions are:

$$\alpha_i \bar{Y}(x_1, \ldots, x_2) (A_i h_i)^{-1} A_i = \alpha_j \bar{Y}(x_1, \ldots, x_2) (A_j h_j)^{-1} A_j, \quad \forall i \neq j$$

(2)

$$\sum_{i=1}^{N} h_i = H$$

(3)

As equation 2 shows, the cost of allocating more hours to sector $i$ is the lost production in sector $j \neq i$ associated with the reduction in hours that this sector experiences. Thus, the cost of allocating one extra hour in sector $i$ is precisely the marginal productivity of sector $j \neq i$; and the solution of the social planner’s problem is to allocate labor in such a way that marginal productivity across sectors is equalized. We can keep simplifying the first order conditions above to solve for the efficient allocation of labor:

$$\alpha_i \left( \frac{Y}{h_i} \right) = \alpha_j \left( \frac{Y}{h_j} \right)$$

$$\Leftrightarrow \frac{h_i}{h_j} = \frac{\alpha_i}{\alpha_j}$$

adding up across $j$: 6
Note that the efficient allocation of labor is independent of the level of productivity $A_i$, $i \in \{0,1\}$, a result that relies on the homogeneity of the composite, and sectorial production functions. Intuitively, an increase in $A_i$ does not affect the allocation of labor because it shifts both sides of equation 2, proportionally. The reason for this is that $x_i$ and $x_j$ exhibit some degree of complementarity due to the form of $Y(x_1,\ldots,x_2)$.

With the efficient allocation of labor across sectors, we can find expressions for efficient consumption and output in each sector: $x_i = y_i = A_i h_i = A_i \alpha_i H$, as well as an expression for aggregate output in terms of only parameters:

$$
\tilde{Y} = (A_1 \alpha_1)^{\alpha_1} (A_2 \alpha_2)^{\alpha_2} \cdots (A_N \alpha_N)^{\alpha_N} H,
$$

intuitively, since all sectors exhibit constant returns to scale in labor, the “aggregate production function” also exhibits this feature. A useful expression arrives when we take logs and collect the “alphas” in a vector: $\tilde{y} = \ln \tilde{Y} = \alpha' a + \alpha' \ln \alpha + \ln H$. Note that the vector of “alphas” captures the effect of changes in sectoral productivity on aggregate output:

$$
d\tilde{y} = \alpha_i da_i
$$

A 1% increase in $A_i$ increases aggregate output in $(\alpha_i)(1%)$. In this sense, the vector of alphas is analogous to the “vector of influence” in Acemoglu et al. (2012) defined in the context of an input-output economy. Note also that if all $A_s$, $s = 1,\ldots,N$ simultaneously increase by 1% then aggregate output increases by $\sum_{s=1}^{N} (\alpha_s)(1%) = 1\%$, thus there is no TFP “multiplier” (in contrast to the input-output economy in Jones (2011)).
The vector of alphas is also the vector of “nominal” value-added shares. To see this more clearly, it is necessary to look at the decentralized equilibrium.

**Decentralized Equilibrium** First, consider the problem of the household.

**Household** The problem is as follows:

$$\max u(\tilde{C}), \text{ s.t. } \tilde{C} = \tilde{w}H$$  \hspace{1cm} (7)

Thus, provided that $u$ is increasing in $\tilde{C}$ the solution consists on consuming all income.

**Composite** Normalizing the price of the composite to 1, the problem of the composite producer is as follows:

$$\max_{\{x_i\}} \tilde{Y}(x_1, \ldots, x_2) - \sum_{i=1}^{N} \tilde{p}_i x_i$$

The first order conditions are given by:

$$\alpha_i \frac{\tilde{Y}(x_1, \ldots, x_2)}{x_i} - \tilde{p}_i = 0$$

$$\sum_{i=1}^{N} \ p_i x_i = \tilde{Y}(x_1, \ldots, x_2)$$

These conditions, lead to the well-known result with Cobb-Douglas functions, that consumption shares are constant and equal to the coefficients of the production function:

$$\alpha_i = \frac{\tilde{p}_i x_i}{\sum_{i=1}^{N} \tilde{p}_i x_i} = \frac{\tilde{p}_i X_i}{\tilde{Y}},$$  \hspace{1cm} (8)

Note also that, as mentioned above, this implies that $\alpha_i$ is equal to the sectoral value-added share of sector $i$. Thus, in this economy, as equation 6 states, the influence of productivity $A_i$ on aggregate output is determined by the share of value added $\alpha_i$. 
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3 The input-output economy

Next, I present an input-output economy and obtain equilibrium allocations as well as an expression for aggregate output in terms of only parameters. I am specially interested in comparing the way sectorial productivity shocks affect aggregate output in this economy vs. the economy in section 2.

The model is a version of the one in Long Jr and Plosser (1987), Jones (2011), and Acemoglu et al. (2012). Consider an economy with $N$ sectors where the supply of labor $(H)$ is exogenous. A representative firm in each sector uses labor and intermediate inputs to produce. These intermediate inputs are provided by the $N$ different sectors, and a given sector also uses its own output as input. I assume that the production function of a representative firm in sector $i$ is represented by the following Cobb-Douglas technology\(^3\):

$$Q_i = (A_i h_i)^{(1-\sigma_i)} \prod_{j=1}^{N} d_{ij}^{\sigma_{ij}}, \quad (9)$$

where $d_{ij}$ represents the intermediate demand that industry $i$ makes from industry $j$. $A_i$ represents a Hicks-neutral exogenous productivity term, and $h_i$ is labor used in sector $i$. Also, I define $\sigma_i = \sum_{j=1}^{N} \sigma_{ij}$. Thus, I assume Constant Returns to Scale (CRS), without loss of generality.

A crucial assumption is that $c_j$ units of the output of a given sector $j$ can be used to consume, while the rest is used as intermediate inputs. Thus, the resource constraint of sector $j$ is given by:

$$Q_j = c_j + \sum_{i=1}^{N} d_{ij}, \forall i = 1,...,N. \quad (10)$$

Additionally, the part of each sector’s output that is used for consumption is combined according to the following function:

$$Y(c_1,...,c_N) = \alpha \prod_{i=1}^{N} c_i^{\beta_i}, \quad (11)$$

\(^3\)While this choice might seem a bit restrictive, it is nonetheless, a specification widely used –due to its tractability– in the literature using input-output economies. Prominent papers using this technology are: Horvath (2000), Jones (2011), Acemoglu et al. (2012), and Caliendo, Parro, Rossi-Hansberg, and Sarte (2014).
where \( Z > 0 \) is a parameter that will be useful below when I find an expression for equilibrium output. Note that I have intentionally made a distinction between consumption in the economy in terms of value-added \( (x_i) \), and consumption of gross output here \( (c_i) \). Similarly, I have made a distinction between the coefficients in this production function \( (\beta_i) \) and the ones in the economy using value-added units \( (\alpha_i) \). I also made a distinction between aggregate output in this economy \( Y \), and aggregate output in the economy using value-added, \( \tilde{Y} \).

**Social Planner**  
The problem of the social planner in this economy is to maximize the production of the composite \( Y(c_1, ..., c_N) \) subject to the resource constraints:

\[
\max \ \{\{d_{ij}\}, \{h_i\}\} \quad \mathcal{Z}^{\sum_{i=1}^{N} \prod_{i=1}^{N} c_i^{\beta_i}}
\]

\[
s.t.
\]

\[
c_i = (A_i h_i)^{(1-\sigma_i)} \prod_{j=1}^{N} d_{ij}^{\sigma_{ij}} - \sum_{i=1}^{N} d_{ij}, \ \forall i = 1, ..., N.
\]

\[
\sum_{i=1}^{N} h_i = H.
\]

Note that the choice variables consists on the allocation of labor and intermediate inputs across sector. It is useful to break-down this problem into two sub-problems: first, the problem of choosing the optimal allocation of intermediate inputs—given an arbitrary allocation of labor—and second, the problem of choosing the optimal allocation of labor across sectors—given the optimal allocation of intermediate inputs.

\[
\max \ \{h_i\} \left\{ \max \ \{d_{ij}\} \quad \mathcal{Z}^{\sum_{i=1}^{N} \prod_{i=1}^{N} \left[ (A_i h_i)^{(1-\sigma_i)} \prod_{j=1}^{N} d_{ij}^{\sigma_{ij}} - \sum_{i=1}^{N} d_{ij} \right]^{\beta_i}} \right\}
\]

\[
s.t.
\]

\[
\sum_{i=1}^{N} h_i = H
\]
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By substituting the first order conditions of the first stage of the problem into its objective, it can be shown that this simplifies to:

$$\max_{\{h_i\}} \left\{ \mathcal{A} A \prod_{i=1}^{N} h_i^{\nu_i} \right\}$$

s.t.

$$\sum_{i=1}^{N} h_i = H$$

where $\nu_i$ is known as the degree of influence of sector $i$ and is a function of primitive parameters (see below). Similarly, $\mathcal{A}$ is a function of parameters and is defined in the appendix. Note the striking similarities between this problem and problem 1 above. This implies that the social planners’ problem of the I-O economy admits a representation similar to the problem of the VA economy. To make both problems identical, it remains to show that: 1) the degree of influence of a sector in the IO economy ($\nu_i$) can also be interpreted as its value added share; and 2) $\mathcal{A} = 1$. For such a purpose, it is more useful to look at the equilibrium conditions of the decentralized equilibrium. Furthermore, the equilibrium conditions below will allow us to clarify the role played by the Leontief multiplier in the IO economy.

**DECENTRALIZED EQUILIBRIUM** I start by describing the problems of the agents interacting in equilibrium: the representative household, the producer of each sector, and the producer of the composite good. Later, I analyze the equilibrium conditions and compare the two economies. I also analyze the role played by the Leontief multiplier.

**Problem of the representative household.** The household consumes units of the composite and the problem faced is similar to the one in 7:

$$\max_{\{C\}} \{ u(C) \}$$

\footnote{I am grateful to an anonymous referee for pointing this out and for providing the proof. Th proof is available upon request.}
where $C$ is aggregate consumption and $w$ is the price of labor. Provided $u$ is increasing, the solution for this problem is trivial: the household will consume all the available income. Note that I have intentionally used $C$ to describe aggregate consumption in this economy, while I have used $\tilde{C}$ to describe aggregate consumption in the economy using value-added.

**Problem of the composite producer.** The problem of the composite producer consists on choosing $\{c_i\}$, taking $\{p_i\}$ as given, to solve:

$$\max_{\{c_i\}} \left\{ \sum_{\beta_1 \beta_2 \cdots \beta_N} \left[ \sum_{i=1}^{N} p_i c_i \right] \right\}.$$ 

The first order conditions are given by:

$$\beta_i (Y / c_i) - p_i = 0 \iff \beta_i = \frac{p_i c_i}{Y}, \forall i.$$ 

(14)

There are two important results from the optimal conditions of this problem. The first is that the consumption shares in GDP are constant and equal to the coefficients of the production function, the second one is that aggregate output is the sum of consumption expenditures: $Y = \sum_{i=1}^{N} p_i c_i$. Note that condition 14 is similar to the one in 8, but they refer to very different concepts. While equation 8 refers to shares of value-added in GDP, equation 14 refers to shares of final consumption.

**Value added vs. final consumption expenditures.** To see the important difference between sectoral value added and sectoral final consumption, define nominal value added in sector $i$ as:

$$NVA_i = p_i Q_i - \sum_{j=1}^{N} p_j d_{ij},$$

(15)

and compare this with the resource constraint multiplied by $p_j$: 

$$s.t. \quad C = wH$$
\[ p_j c_j = p_j Q_j - \sum_{i=1}^{N} p_j d_{ij}, \forall i = 1, \ldots, N. \] (16)

Notice that, it is not necessarily true that \( p_i c_i \) is equal to the value-added of sector \( i \). In fact, \( p_i c_i \) and \( NVA_i \) will, in general, differ. An inspection of equations 15 and 16, leads to conclude that: \( NVA_s = p_s c_s \Leftrightarrow \sum_{j=1}^{N} p_j d_{sj} = \sum_{i=1}^{N} p_s d_{is}. \) The last equality does not usually hold in the data: the value spent by a given sector \( s \) on intermediate inputs is not equal to the value of intermediate inputs supplied by \( s \).

While individual (sectoral) consumption expenditure differs from individual nominal value added, the sum of consumption expenditures across sectors and the sum of sectoral value added across sectors, both, add-up to GDP. To see this, consider the same two equations (15 and 16), but adding-up across the relevant indices. For 15 we have:

\[ \sum_{i=1}^{N} NVA_i = \sum_{i=1}^{N} p_i Q_i - \sum_{i=1}^{N} \sum_{j=1}^{N} p_j d_{ij}, \] (17)

while for equation 16, we have:

\[ \sum_{j=1}^{N} p_j c_j = \sum_{j=1}^{N} p_j Q_j - \sum_{j=1}^{N} \sum_{i=1}^{N} p_j d_{ij}, \forall i = 1, \ldots, N, \] (18)

combining the two, we have:

\[ \sum_{i=1}^{N} NVA_i = \sum_{j=1}^{N} p_j c_j = Y, \]

where the last equality follows from condition 14 in the problem of the composite.

**Problem of the representative firm in sector \( i \).** The problem of the representative firm in sector \( i \) is given by:

\[
\max_{h_i, \{x_{ij}\}} \left\{ p_i (A_i h_i)^{(1-\sigma_i)} \prod_{j=1}^{N} d_{ij}^{\sigma_{ij}} - w h_i - \sum_{j=1}^{N} p_j d_{ij} \right\}
\]

and the first order conditions (FOCs) are as follow:
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\[(1 - \sigma_i) \frac{p_i Q_i}{h_i} = w, \forall i \tag{19}\]

\[\sigma_{ij} \frac{p_i Q_i}{d_{ij}} = p_j, \forall i, j \tag{20}\]

An important feature of the firms’ problem is that value-added is proportional to the value of gross output:

\[NVA_i = (1 - \sigma_i)p_i Q_i \tag{21}\]

To see why, note that by 20, we have: \(\sum_{j=1}^{N} p_j d_{ij} = \sum_{j=1}^{N} \sigma_{ij} p_i Q_i = p_i Q_i \sum_{j=1}^{N} \sigma_{ij} = \sigma_{i} p_i Q_i\).

**Equilibrium.** With this, we can provide a definition of competitive equilibrium. A competitive equilibrium consists on quantities \(\{h_i, x_{ij}, c_i\}\); and prices \(\{p_j\}\) and \(w, \forall i, j = 1, \ldots, N\); such that:

1. \(\{c_i\}\) solves the composite producer problem at the equilibrium prices.
2. \(h_i\), and \(\{d_{ij}\}\) solve sector’s \(i\) producer problem at the equilibrium prices.
3. Markets for labor, and goods \(j = 1, \ldots, N\) clear.

### 3.1 Equilibrium Characterization

**Leontief and multipliers.** One first important feature of the equilibrium is the existence of a multiplier of sales very much in the spirit of Leontief (1986). Leontief argued that in order to increase final consumption expenditures by $1 dollar in sector \(i\), it is necessary to increase sales in sector \(i\) by more than $1 dollar. The reason for this is that in order for such an increase in consumption expenditures to occur, it is necessary to increase the purchases (and the sales) of other sectors which \(i\) uses as intermediates. Since the other sectors also use sector \(i\) as an intermediate input, the final change in sales of sector \(i\) has to be larger than $1 dollar in order to supply such amount of consumption expenditures.
In the model, this multiplier also exists because the purchases of intermediate inputs are proportional to sales. Define sales by \( s_j = p_j Q_j \), and final consumption expenditures by \( f_j = p_j c_j \), it can be shown that, in the model, the following equilibrium equation holds:

\[
s_j = f_j + \sum_{i=1}^{N} \sigma_{ij} s_i
\]

(22)

In vector form:

\[
\mathbf{s} = \mathbf{f} + \mathbf{sB}
\]

\[
\mathbf{s} = \mathbf{f}(\mathbf{I} - \mathbf{B})^{-1}
\]

where \( \mathbf{B} \) is the NxN matrix of technical coefficients with typical element \( \sigma_{ij} \), and \( (\mathbf{I} - \mathbf{B})^{-1} \) is known as the Leontief inverse, which maps changes in final consumption expenditures on changes in sector sales. A typical element \( l_{ij} \) of the Leontief matrix gives the change in sales of sector \( j \) needed to achieve an increase in final consumption expenditures in sector \( i \) of $1 dollar. This effect captures all first and second round downstream effects that occur through the input-output network.

Since consumption expenditures are just a fraction of sales of a given sector, this argument can be generalized for any original exogenous change of $1 dollar in the sales of sector \( i \). Furthermore, as it is shown in the appendix, the argument can also be applied to (log) gross output, not only to sales: start with an originally exogenous change in (log) gross output of sector \( i \) of magnitude \( dq_i \), thus, due to the multiplier, the final change in sector \( i \)'s gross output will end up being larger than the original amount \( dq_i \). As a result, any change in exogenous parameters that directly affects gross output in a given sector, will be multiplied. In equilibrium, gross output is given by:

\[
\mathbf{q} = \mathbf{Q} + \mathbf{Bq}
\]

\[
\mathbf{q} = (\mathbf{I} - \mathbf{B})^{-1} \mathbf{Q}
\]
Any change in the exogenous parameters included in $Q$, in the right hand side of the above equation (see the appendix), will be multiplied through the input-output network. However, it is important to keep track of what gets multiplied. In order for the multiplier to fully work, we must apply the same logic as in the case of consumption expenditures and sales. That is, we need an exogenous change in parameters that creates an original change in (log) gross output of 1 unit, just like a $1 dollar increase in consumption expenditures creates an original increase of $1 dollar in sales, which then gets multiplied.

Given that consumption is a constant fraction of gross output in each sector (see the appendix), percentage changes in gross output will be equivalent to percentage changes in final consumption. Thus, the Leontief inverse also gives the percentage changes in final consumption expenditures associated to the changes in exogenous parameters. As a result we can obtain the total effect on log GDP of these exogenous changes by adding up the corresponding consumption changes using the appropriate weights. In this case, these weights are given by the final consumption expenditure shares $\beta_i^5$. Thus, the percentage change in GDP of an exogenous original change in the gross output of sector $i$ of 1% will be given by: $m_i = \sum_{j=1}^{N} \sigma_{ij} \beta_j / l_{ij}$. Or in vector notation:

$$m = \beta'(I - B)^{-1}.$$  

where $\beta$ is a Nx1 vector of final consumption expenditures shares, and $m$ is the 1xN vector of multipliers. It turns out that these multipliers are closely related to sales, and are fully captured by a simple object known as the “Dommar weights.”$^6$ These weights are equal to sector’s sales divided by GDP. To see why, take equation 22, and divide it by $Y$:

$$\frac{s_j}{Y} = \frac{f_j}{Y} + \sum_{i=1}^{N} \sigma_{ij} \frac{s_i}{Y},$$

Now define $\tilde{s}_j = \frac{p_j O_j}{Y}$, thus:

$$\tilde{s}_j = \beta_j + \sum_{i=1}^{N} \sigma_{ij} \tilde{s}_i$$

$^5$To see why, note that equation 11 in logs is equal to: $y = \sum_{i=1}^{N} \beta_i ln c_i$

$^6$Domar (1961) argued that these are the appropriate weights to use when obtaining a measure of aggregate productivity from sector level productivity data. In the present model, these weights arrive naturally by combining the resource constraint and first order conditions.
which in vector notation is equal to the vector of multipliers \( \tilde{s} = m = \beta'(I - B)^{-1} \). One final and important property of the Dommar weights is that these sum to more than 1.

**Aggregate output.** By substituting first order conditions in the definition of aggregate output I arrive to the following expression of equilibrium aggregate output (see the appendix):

\[
Y = A'H = \bar{A} (A_1v_1)^{v_1} (A_2v_2)^{v_2} \cdots (A_Nv_N)^{v_N} H,
\]

where \( \bar{A} \) is a scalar that depends on parameters (see the Appendix) and \( v_i \) is a typical element of the 1xN “vector of influence” \( v \) (see Acemoglu et al. (2012)). A typical element of \( v \) is called the “degree of influence” of sector \( i \) because it gives the effect of a 1% increase in the productivity of sector \( i (A_i) \) on aggregate output. To see this write 23 in logs:

\[
y = \ln Y = \ln \bar{A} + v'\ln v + v'\ln v' + \ln H,
\]

where \( a \) is a Nx1 vector that collects the log productivity parameters, with typical element \( a_i = \ln A_i \). Thus, the derivative of log output with respect to \( a_i \) is:

\[
dy = v_i da_i.
\]

One interesting feature of the vector of influence emphasized in previous studies is that it depends on the input-output relationships across sectors. In fact, the degree of influence of sector \( i \) is equal to the share of value added in gross output times the multiplier:

\[
v_i = (1 - \sigma_i) m_i.
\]

Thus, a 1% increase in productivity of sector \( i \) first gets adjusted by the factor \((1 - \sigma_i)\), and then it gets multiplied. This reflects the fact that in the current specification of the input-output economy, productivity only affects the production efficiency of primary inputs, and it does not affect the efficiency of intermediate inputs.

**Comparing the two economies.** It turns out that the vector of influence is equal to the vector of industrial value added shares:
The reason for this is that, as equation 21 shows, value added is proportional to sales in each sector. Note that the same value added shares are given by \( \alpha_i \) in the economy of section 2, or, in other words, that: \( \alpha_i = v_i \), \( \forall i \). Note, finally, the similarity between equation 5 and equation 23, which give aggregate output in both economies. Given that I have shown that \( \alpha_i = v_i \), \( \forall i \), at this point, the only difference between the two equations relies on the parameter \( \bar{A} \). However, by appropriately choosing the value of \( Z \) it is possible to set \( \bar{A} = 1 \), which will make both economies achieve the same level of aggregate output (see the Appendix).

In addition, the two economies achieve also the same labor allocations. To see this, note that I can write the labor allocation in the input-output economy in the following way:

\[
h_i = v_i H, \quad \forall i
\]

which is the same as equation 4 from section 2.

What is the logic behind this equivalence? The logic behind this result follows from the analysis in section 3. The value added generated in a single sector, is used for the final consumption expenditures of many sectors, and the way this value reaches other sectors is through the use of such sector output as intermediate input in the production of other sectors. Thus, there is an equivalence between the value added share of the sector, and the importance of the sector in the input-output network. As a result, any exogenous change that increases value added in a sector, will have a 1 to 1 impact on final consumption expenditures.

### Balanced vs. unbalanced technical change.

One interesting case is when instead of having a technology parameter that only affects the efficiency of primary inputs, we have a technology parameter that affects the efficiency of all inputs. In this case, I re-define the gross output function as:

\[
Q_i = Z_i (h_i)^{(1-\sigma_i)} \prod_{j=1}^{N} d_{ij}^{\sigma_{ij}},
\]

(24)
Note that a change in $Z_i$ affects simultaneously and in a balanced way the efficiency of all inputs. I distinguish between this type of technological change which is balanced between intermediate and primary inputs, and the unbalanced technological change in equation 9. I call A-type technological change to the latter, and Z-type to the former. One important point is that the economy in section 2, by definition, can not affect the productivity of intermediate inputs, thus, the comparable case in the input-output economy is the A-type technology.

Note also that there is a mapping between the two types of technology parameters. In particular, note that $A_i = Z_i^{\frac{1}{1-\sigma_i}}$. Moreover, since $0 < \sigma_i < 1$, the exponent $\frac{1}{1-\sigma_i} > 1$. Thus, a 1% increase in Z-type productivity is equivalent to a more than 1% increase in A-type productivity. As a result, the aggregate effects of comparable percentage changes in Z-productivity are bigger than in A-productivity.

When technology is Z-type, equilibrium aggregate output can be written as:

$$Y = \bar{A} \left( \prod_{i=1}^{N} Z_1^{m_1} Z_2^{m_2} \cdots Z_N^{m_N} \right) \left( \prod_{i=1}^{N} v_1^{v_1} v_2^{v_2} \cdots v_N^{v_N} \right) H$$

and the vector of influence in this case is given by:

$$dy = m_i dz_i$$

where $z_i = \ln Z_i$. Thus, in the case of Z-type productivity, an original change of 1% in productivity gets fully multiplied through the input-output network. What turns out to be crucial is to keep track of what exactly gets multiplied when a productivity change occurs. It is at this point where the distinction between A-type and Z-type of technological change matter.

When Z-type technology is in place, a 1% increase in productivity of sector $i$ leads to an original increase of 1% in gross output, which is multiplied accordingly. Note that in this case, a change in productivity alters the efficiency with which all inputs are used in the production function, including intermediate ones. However, when the technology is of the A-type the original response of gross output is less than 1%, because the productivity parameter in this case is raised to the power $(1 - \sigma_i)$. In fact, the original response of log gross output is adjusted by this power. As a result, the multiplier applies only to an original change in gross

---

7I could also have written the above equation as $Q_i = (Z_i h_i)^{(1-\sigma_i)} \prod_{j=1}^{N} (Z_i d_{ij})^{\sigma_{ij}}$, which better reflects the key property of this technology.
output of $(1 - \sigma_i)(1\%)$ and the final change in gross output as a response to a 1% change in productivity is lower. A change in productivity in this case, does not affect the efficiency with which electricity or other intermediates are used in the production function, it affects only the efficiency of a subset of inputs: the primary ones.

### 4 Simple example

In this section, I outline a simple example to gain intuition on the main argument of the paper. The basic set-up of this example is taken from Acemoglu et al. (2013). First, I re-write the vector of influence as:

$$v_j = (1 - \sigma_j)\beta_j + (1 - \sigma_j) \sum_{s=1}^{N} \left( \frac{v_s}{1 - \sigma_s} \right) \sigma_{sj}. \tag{25}$$

This way of writing the elements of the vector of influence is useful to compute the value of individual elements. It also shows that the degree of influence of a given sector $j$ depends on the degree of influence of the sectors to which $j$ connects downstream more strongly. Note that the second term is a weighted average of the degree of influence of the rest of the sectors. The weights of this average correspond precisely to the importance of sector $j$ in the production of the rest of the sectors ($\sigma_{sj}/(1 - \sigma_s)$).

I next assume that the sectors share common parameters: a) all sectors are equally important in the composite production, i.e. $\beta_i = 1/N, \forall i$; and, b) all sectors have the same share of value added in gross output, i.e. $\sigma_i = \sigma, \forall i$. Furthermore, I assume that sector 1 is the only input supplier in the economy. The rest of the sectors are producers of final goods and do not supply any intermediate inputs. This implies that $\sigma_{ij} = 0, \forall j \neq 1$, and that $\sigma_{11} = \sigma, \forall i$.

How does the degree of influence look like for the sectors in this economy? Using equation 25 above, I get $v_j = (1 - \sigma)(1/N)$, for sectors $j \neq 1$; while for sector 1, I get $v_1 = (1 - \sigma)/N + \sigma$. One illustrating exercise is to compute the degree of influence in each sector when $N \to \infty$. In this case, the final consumption in each sector is a very small fraction of total GDP (i.e. $p_i c_i/Y = (1/N) \to 0$). Taking limits, we get that $v_{j\neq 1} \to 0$, and $v_1 \to \sigma$. Thus, the influence of sector 1 is quite large compared to the individual influence of each of the rest of the sectors. The reason for this is that sector 1 is an important supplier in the economy, while the rest are not.
How does the influence of each sector compare with the value added shares? To illustrate this, let’s compute the value added shares of each sector. For this, I use the fact that value added is a constant share of gross output combined with the resource constraint in each sector. For the case of sectors \( j \neq 1 \), these are only used as final consumption, thus, I get:

\[
NVA_j = (1 - \sigma) p_j Q_j = (1 - \sigma) \left[ p_j c_j + \sum_{i=1}^{N} p_j d_{ij} \right] = (1 - \sigma) p_j c_j = (1 - \sigma) \frac{1}{N} Y, \quad \forall j \neq 1,
\]  

(26)

where the fourth equality follows from substituting the first order conditions of the composite producer. Note that the share of value added of each of these sectors \( NVA_j / Y = (1 - \sigma) / N \) is exactly the same than the degree of influence obtained using equation 25. Following the same procedure, I obtain the following expression for sector 1:

\[
NVA_1 = (1 - \sigma) p_1 Q_1 = (1 - \sigma) \left[ p_1 c_1 + \sum_{i=1}^{N} p_1 d_{i1} \right] = (1 - \sigma) p_1 c_1 + (1 - \sigma) \sum_{i=1}^{N} \sigma p_i Q_i
\]

\[
= (1 - \sigma) \frac{1}{N} Y + \sigma \sum_{i=1}^{N} (1 - \sigma) p_i Q_i = \left( (1 - \sigma) \frac{1}{N} + \sigma \right) Y,
\]

(27)

Note that equation 27 implies that the share of value added of sector 1 \( NVA_1 / Y = (1 - \sigma) / N + \sigma \) is equal to its degree of influence obtained above. Next, consider what happens when \( N \to \infty \). In this case, final consumption of the sectors is infinitely small, but since sector 1 is an important supplier in the economy, the value added share of sector 1 (as well as its degree of influence) is a positive number:

\[
\frac{NVA_1}{Y} \to \sigma
\]

In contrast, sectors \( j \neq 1 \) produce only final goods, thus their share of value added is infinitely small as consumption: \( \frac{NVA_j}{Y} = (1 - \sigma) / N \to 0, \quad \forall j \neq 1 \). However, this does not mean, that the value added share of the sum of all sectors different than 1 is zero. Adding-up across all \( j \neq 1 \), and taking the limit, we have that:

\[
\sum_{j \neq 1} \frac{NVA_j}{Y} = (1 - \sigma) \frac{N - 1}{N} \to (1 - \sigma).
\]
Note that the sum of the value added shares across all sectors is equal to one. More interestingly, note how value added compares with consumption expenditures in each sector. For the case of a sector \( j \neq 1 \), we have that \( NVA_j = (1 - \sigma)p_jc_j < p_jc_j \). This means that only a fraction \((1 - \sigma)\) of the final consumption in these sectors is supported by their own value added. In contrast, the value added of sector 1 is larger than its final consumption expenditures: \( NVA_1 > p_1c_1 \). In fact, it is possible to show that the value added of sector 1 can be re-written in terms of only consumption as:

\[
NVA_1 = p_1c_1 + \sum_{j \neq 1}^N \sigma p_jc_j
\]

Thus, the value added of sector 1 is used to support not only consumption of sector 1, but also a fraction \( \sigma \) of all other sector’s consumption expenditures. In summary, the influence of sector 1 is large, but this influence is fully captured by its value added share.

5 Conclusion

In this paper, I show that, under plausible conditions on the specification of the technology, the degree of influence of a given sector is simply equal to its value added share. Which implies that all the input-output structure is captured by such shares.

A key feature of input-output economies is that the value added by a single sector, can be used to support the final consumption expenditures of many different sectors. Conversely, there may be sectors where the value added is not enough to purchase its own final consumption expenditures. They way the value added in a given sector \( i \) reaches other sectors is through the use of sector \( i \)'s output as an intermediate input. Thus, when a sector plays a central role in the input-output network, it also has a large value added share.

Despite the equivalence between input-output and value added economies, the multiplier of gross output is still present in input-output economies. This result emphasizes the need to keep track of what exactly is getting multiplied as a response to changes in exogenous parameters.

\[
\frac{8 NVA_1}{Y} + \sum_{j \neq 1}^{N} \frac{NVA_j}{Y} = \sigma + (1 - \sigma) = 1
\]
Appendix

Derivation of equilibrium

The goal is to obtain expressions for labor, intermediate inputs, and output in terms of only parameters. First, I write the Dommar weights $m_i = p_i Q_i / Y$ in terms of only parameters,
because it will be useful for later.

Note that we can use the resource constraint to obtain an expression of the Dommar weights in terms of only parameters:

\[ Q_j = c_j + \sum_{i=1}^{N} d_{ij}, \forall j \]

multiply by \( p_j \):

\[ p_jQ_j = p_jc_j + \sum_{i=1}^{N} p_jd_{ij}, \forall j \]

divide by \( Y \):

\[ \frac{p_jQ_j}{Y} = \frac{p_jc_j}{Y} + \sum_{i=1}^{N} \frac{p_jd_{ij}}{Y}, \forall j \]

Use FOC:

\[ m_j = \beta_j + \sum_{i=1}^{N} \sigma_{ij}m_i \forall j \]

In vector notation:

\[ m = \beta' + mB, \]

where \( m \) is a 1xN vector of Dommar weights, \( \beta \) is a Nx1 vector of consumption expenditures, and \( B \) is the matrix of technical coefficients with typical element \( \sigma_{ij} \). Solving for \( m \), I get:

\[ m = \beta'(I - B)^{-1}. \]

Note that if the Dommar weights are multiplied by \( (1 - \sigma_j) \) we get the “vector of influence” \( v_j \), which is defined as:

\[ v_j = (1 - \sigma_j)m_j, \]

note also that these correspond to the shares of value added, and by definition these add-up to 1: \( \sum v_i = 1 \).

With this at hand, we can find an expression for labor in terms of only parameters. Take the first order condition for labor:
\[ h_j = (1/w)(1 - \sigma_j)p_j Q_j \]

\[ \frac{h_j}{Y} = \frac{(1/w)(1 - \sigma_j)}{(p_j Q_j / Y)} \]

\[ h_j = (Y/w)(1 - \sigma_j)m_j \]

\[ \frac{h_j}{H} = \frac{(Y/w)(1 - \sigma_j)m_j}{\sum_{i=1}^{N}(1 - \sigma_i)m_i} \]

\[ h_j = (1 - \sigma_j)m_j H \]

where I have used in the last equation the fact that \( \sum_{i=1}^{N}(1 - \sigma_i)m_i = 1 \). Note that we can write equilibrium labor in terms of the vector of influence as:

\[ h_j = v_j H. \]

Following a similar procedure, we can also find an expression for \( d_{ij} \) in terms of only parameters:

\[ d_{ij} = \sigma_{ij} \left( \frac{m_i}{m_j} \right) Q_j \]

Thus, we can substitute the expressions we found for labor and for intermediate inputs into the definition of gross output:

\[ Q_i = (A_i v_i H)(1 - \sigma_i) \prod_{j=1}^{N} \left( \sigma_{ij} \frac{m_i}{m_j} Q_j \right)^{\sigma_{ij}} \]

taking logs:

\[ lnQ_i = (1 - \sigma_i)(lnA_i + lnv_i + lnH) + \sum_{j=1}^{N} \sigma_{ij}ln(\sigma_{ij} \frac{m_i}{m_j}) + \sum_{j=1}^{N} \sigma_{ij}lnQ_j \]

in vector notation:
\[ q = \left| (1 - \sigma_i)a_i \right| + \left| (1 - \sigma_i)lnv_i \right| + \left| (1 - \sigma)lnH \right| + \left| \sum_{j=1}^{N} \sigma_{ij}ln(\frac{m_i}{m_j}) \right| + Bq \]

where the notation \(|x_i|\) is used to represent a Nx1 vector with typical element \(x_i\), \([1 - \sigma]\) is a Nx1 vector with elements \((1 - \sigma_i)\), and \(q\) is a Nx1 vector with elements given by \(lnQ_i\).

Solving for \(q\), we have:

\[ q = (I - B)^{-1} \left[ \left| (1 - \sigma_i)a_i \right| + \left| (1 - \sigma_i)lnv_i \right| + \left| (1 - \sigma)lnH \right| + \left| \sum_{j=1}^{N} \sigma_{ij}ln(\frac{m_i}{m_j}) \right| \right] \tag{28} \]

Note that this gives sectoral gross output as a function of only parameters. Next, I use this expression into the definition of aggregate GDP (in logs) to obtain an equilibrium aggregate output:

\[ Y = \mathcal{X}c_1^{\beta_1}c_2^{\beta_2} \cdots c_N^{\beta_N} \]

\[ y = lnY = ln\mathcal{X} + \sum_{i=1}^{N} \beta_i ln c_i \]

\[ y = ln\mathcal{X} + \sum_{i=1}^{N} \beta_i ln \left( \frac{\beta_i Q_i}{m_i} \right) \]

\[ y = ln\mathcal{X} + \sum_{i=1}^{N} \beta_i ln \left( \frac{\beta_i}{m_i} \right) + \beta'q \]

Substituting 28 into the above expression for GDP, we have:
\[ y = \ln \mathcal{X} + \sum_{i=1}^{N} \beta_i \ln \left( \frac{\beta_i}{m_i} \right) + \beta' (I - \mathbf{B})^{-1} \left( \left\| (1 - \sigma_i) a_i \right\| + \ldots \right) \]

\[ \left\| (1 - \sigma_i) lnv_i \right\| + [1 - \sigma] lnH + \left\| \sum_{j=1}^{N} \sigma_{ij} \ln \left( \sigma_{ij} \frac{m_i}{m_j} \right) \right\| \)

\[ y = \ln \mathcal{A} + \sum_{i=1}^{N} v_i \ln A_i + \sum_{i=1}^{N} v_i \ln v_i + \sum_{i=1}^{N} v_i \ln H \]

\[ y = \ln \mathcal{F} + \sum_{i=1}^{N} v_i (\ln A_i + \ln v_i + \ln H) \]

\[ y = \ln \mathcal{A} + \sum_{i=1}^{N} v_i \ln (A_i v_i H) \]

Thus, taking the exponential function in both sides, I arrive to:

\[ Y = \mathcal{A} H = \mathcal{F} (A_1 v_1)^{v_1} (A_2 v_2)^{v_2} \cdots (A_N v_N)^{v_N} H, \]

or in logs:

\[ \ln Y = \ln \mathcal{A} + va + v lnv + lnH. \]

where: \( \ln \mathcal{A} = \ln \mathcal{X} + \sum_{i=1}^{N} \beta_i \ln \left( \frac{\beta_i}{m_i} \right) + \sum_{i=1}^{N} m_i \sum_{j=1}^{N} \sigma_{ij} \ln \left( \sigma_{ij} \frac{m_i}{m_j} \right) \).

We can always choose the value of \( \mathcal{X} \) to make \( \ln \mathcal{A} = 0 \). By recognizing that the elements of the vector of influence represent the value added shares, we have proven that the GDP in the input-output economy is the same as in the value added economy.

**Consumption is a constant fraction of gross output.** To see this, note that the Dommar weights are given by \( m_i = p_i Q_i / Y \), and that the FOC from the composite producer is \( \beta_i = p_i c_i / Y \). Combining the two, we have: \( Q_i / c_i = m_i / \beta_i \).