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1 Introduction

Forecasting inflation is a more challenging task than teoktbmodels based on monetary factors or
slack measures suggest. For example, in the aftermath dinduecial crisis of 2008 that caused a
severe economic contraction in the United States and fdtee8ederal Reserve to apply an unprece-
dented monetary stimulus, both types of models failed teigeogood inflation forecasts. On the one
hand, predictions of surging inflation due to the huge exjpansf the monetary base have not mate-
rialized so far. On the other hand, large negative outpus gaqal a high unemployment rate should
have caused deflation if common Phillips curves were priegjatrell. This was the “missing defla-
tion” episode that led Hall (2011) to propose that inflatibw@d be regarded as a “near-exogenous”
variable instead of the consequence of unused productpecis. It was not always like this. There
was a time when inflation was more easily referred to idebldi@auses (see, for example, Stock and
Watson, 2007).

Although it has been known for some time that predictabiltya property that can change, the
issue has not been explored fullyThis article makes a contribution on this topic by showingvho
and why the conditional predictability of inflation has exexd in six major Latin American economies
(Argentina, Brazil, Chile, Colombia, Mexico and Venezuela)e$e economies experienced different
monetary regimes that in turn determined the behavior ddtiofh. Differently from most other papers
on inflation models, the study covers many decades, eightieico and five or six for the rest.
Despite of this, the models here obtained are surprisinghgimonious and derived from the same
theoretical framework. This contributes to fill a notorioaasd of out-of-sample forecasting evaluation
of inflation models in Latin America and provides some ingsghf more general use on why inflation
dynamics changes.

The models discussed below consider the possibility thatcntral bank determines either the
price level or the inflation rate and that the institution eahieve its objectives through either a mone-
tary aggregate, the exchange rate or a pre-announcedadnftatget. These types of monetary regimes
are the only ones seen in the countries here examined alihaibgrs are certainly conceivable.

A very useful analytical simplification of this paper is thathin each monetary regime, only the

variables chosen by the central bank Granger cause inflaflany factors (for example, tax increases

1Rossi and Sekhposyan (2010) find that the relative foremaptirformance of models of U.S. GDP growth and inflation

have varied over time. No examples on this issue were foundatin American countries.



or climatic factors) can affect the inflation rate at somanpdaut most of the time their impacts are hard
to identify under specific monetary policy and their effentioflation appears only in the short run.
These considerations imply changes in the Granger-cagtehktions among monetary variables when
the economy passes from one monetary regime to anothere$hking models are parsimonious and
leave almost no room for other explanatory variables anderwthe point, produce good pseudo-out-
of-sample forecasts.

The models for Brazil and Mexico share some similaritiespat®ugh their inflationary and in-
stitutional experiences have been very different in séasspects. These two countries began with a
regime with where the price level was determined by the meneply within the quantitative equation
of money (QEM). At the beginning of the eighties, they swidho a regime where the price level was
tied to the exchange rate through the purchasing powelypgaoitdition (PPP). Finally, around 2000,
they adopted a preannounced inflation target policy. Chitkeh@egime with a price level target tied to
the exchange rate until 1990 before adopting a preannounfiation targeting framework. Argentina
has had a price level target tied to money for the whole sample

Neither Colombia nor Venezuela appear to have ever detedtieeprice level, so for those coun-
tries the pass-through of money or the exchange rate haslnese complete, as in the other countries
under study. Venezuela had first a regime where the rate afimilwas determined through the money
supply before moving, in 1977, into an regime where the iigitetate depended on the exchange rate
movements. It has remained in that regime since then. Cobowds the only country where no clear-
cut dates for regimes were found so both money growth andxitiea@ge rate depreciation enter into
the corresponding inflation model.

The results are useful for several purposes. For examge pitovide a clear estimate for the pass-
through to inflation from money, the exchange rate or from atfner variable at each point of time.
Another is that by splitting the sample into different regsvat given dates one can get better estimates.
Thus if one believes that during the inflation targeting megia Keynesian model can work, then one
should constraint the analysis only to this subsample lsscauprevious regimes nominal monetary
factors were dominant.

The rest of the document is organized as follows. In sectiaihée is a brief literature review.

°The adjective “pseudo” means that the “out-of-sample” qubis part of the original data to obtain the model to be
tested as a forecasting tool. These exercises consistimatisty the model only for part of the original sample and

producing dynamic forecasts for the rest of it without rigeation.



Section 3 presents the data for the empirical analysis.i@edtdescribes the theoretical framework
and describes how it is used in a test of regime change. &estghows the procedure to identify
the dates of regime change, presents the results for ttedaedtthe final models for each country.
The evaluation of the out-of-sample forecasts of such nsoein section 6. Section 7 offers the

conclusions.

2 Literature Review

There is an abundant literature on inflation models for iildial Latin American countries, but not so
many articles that include a group of them, even less thadtydtatng samples and even fewer, if any,
that apply out-of-sample forecasting comparisons. Sonthefmost important works on analysis of
several Latin American countries are Marcet and NicolifiQ2, 2005) and Sargent, Williams and Zha
(2009). Those articles mainly study high inflation periodsl éie them to money growth for public
deficit financing. They do not present any out-of-sampledaséing exercises.

Mexico is included only in the sample of Marcet and NicoligDQ5) although it never faced hy-
perinflation3. This country is interesting because, as those authors shtiweir Figure 1.d, the rela-
tionship between money growth and inflation becomes less siace the beginning of the 80s and
breaks down completely from 1987 to 1995, precisely wheatiofh reached its highest levels.

Actually, the relationship between money growth and irdlatias become weak in most economies
during the last few decades. Teles and Uhlig (2013) uncadyenea multi-country study, that since
1990 “With low variability of inflation it is not easy to find ane-to-one relationship between inflation
and money growth.” According to Lucas and Nicolini (2013),the United States “Long standing
empirical relations connecting monetary aggregates like M2 and the monetary base to movements
in prices and interest rates began to fall apart in the 1980$ave not been restored since.”

The breakdown of the historical relationship between mareyinflation has not been completely
incorporated into regular discussions among economistsis dould be seen in the disagreement
among leading economists on the likely effect on US inflabbthe Federal Reserve’s unprecedented
monetary expansion . The predictions on this potentiateffeeluded positions that considered that: a)

it would be inflationary; b) it would do nothing to inflation) it would be deflationary and; d) it could

3with annual data, its highest rate of inflation was 99 peroe®87 although the twelve-months inflation reached its

peak at around 150 percent at the beginning of 1988



do anything (indeterminacy). This debate took place maatlylogs although there were some aca-
demic papers about it (for example, Williamson 2013, Sch@ibhé and Uribe, 2013, and Cochrane,
2014).

More generally, statistically solid relations betweenatiin and any other variables, not only
money, have become hard to find. For Latin American count8ebmidt-Hebbel and Werner (2002),
among many others, found that the exchange rate pass-thriwaditionally very important in explain-
ing inflation in these economies, had become weak since tbgtiad of inflation targeting. Thus,
models of inflation based on either money or the exchangeneate become rare. This makes impor-
tant to ask how good other models are to forecast inflationogsible answer could be obtained by
looking at their performance in advanced economies, whnsghave been in use for a long time.

In developed economies, there has been ample evidencdhlatypes of inflation models are not
So great in forecasting inflation either. Stock and Wats@®T72 point out that since the beginning of
the Great Moderation, the predictable component of inflekias diminished. This finding was con-
firmed and extended to other developed economies by Fausvagtt (2013). Edge and Guykarnak
(2011) show that although the claim that the Smetz and We(#807) model produces forecasts as
good as those of a Bayesian VAR remains true, in absolute tdrenforecasts from both techniques
are poort The bad forecasting performance of Phillips curve modetsaitve clearer during the fi-
nancial crisis. Indeed, in both the United States and the eone, inflation did not seem to react to
measures of idle capacity as existent models had suggdstesdwas known as the “missing deflation
puzzle,” that led Hall (2011) to propose that inflation cobddregarded as a “near-exogenous” variable
in macroeconomic models. Baretto et al. (2013) even propeseétiaal Phillips curve, where inflation
changes are unrelated to economic activity.

As a response to that, Del Negro et al. (2014) showed thatrietZSWouters model augmented
with financial frictions was able to replicate the behavibinflation and GDP during the recent crisis
if the Phillips curve is very flat. Christiano et al. (2014) abied a similar result by introducing into
a New Keynesian model the fall of multifactor productivitydathe rise of working capital costs seen
during the Great Recession. Despite their great promisse tlesults do not necessarily imply that the

Phillips curve will provide accurate predictions in theuté nor that they have solved the problems

4The Smetz and Wouters (2007) model has become the standavevioKeynesian DSGE models and it has the nice
features that it is estimated instead of calibrated andcibiser to be competitive in forecasting than any other motigs
kind.



that model had in the past.

As a matter of fact, the problem of accurately predictingaitidin might not have a simple solution.
For example, Goodfriend and King (2009) showed within aiztygl model that inflation becomes hard
to predict based on the output gap if the central bank hashiligdas an inflation fighter. A similar
result seems to be applicable to the Latin American counthiat credibly adopted inflation targeting.
In several of those economies, inflation inertia has beamextland, sometimes, inflation even behaves
like noise around a constant.

For emerging countries, the comparison in terms of pseuttofesample forecasting performance
of different inflation models is even scarcer than in the acds#eveloped economies. One work that
makes such comparisons for Mexico is Baillieu et al. (20039 Wdund that for the period 1983-2000
models based on the exchange rate easily beat other typesdeisn

Many studies of inflation implicitly or explicitly assumegiene changes. The most common way to
incorporate such assumption is the selection of a sampiedoeith arbitrary start and end points. The
typical justification is, if there is one, the existence affgosupposedly important change in economic
conditions. Although often very informative, those stigdiarely prove the relevance of such regime
changes and they are frequently silent on what happens tbsé time boundaries.

The regime shifts here considered are based in changes pathmeters that determine Granger
causality, which in the context of cointegrated systemseam@essed as modifications of the weak
exogeneity properties. In particular, a new regime is ifieatif the properties of Granger causality
among variables in the system is modified. This is an unusatise but it is very useful in order to
understand the changes in the dynamics of inflation. Onezofehy few papers that deal with changes
in the causality structure within a cointegrated VAR is Barad al. (2007), who also expressed
their surprise for the lack of tests for such changes, theyt tonsider more likely than those in the
cointegration coefficients. They propose some tests t@tatehange in the adjustment coefficients in
simple bivariate systems. Although they mention some ptessituations where those changes could
happen, they do not provide an explicit empirical examplelaase their study on simulated data.

One reason for the lack of analysis of changes of regimeseatkfiay Granger causality might
be that such mutations in the dynamics are hard to detectendar methods to study cointegrated

systems typically do not work with them. For example, likelbd ratio tests, as those in the Johansen

5That is with annual data. With quarterly or monthly data éh@ight be seasonal factors and some autoregressive terms

which are statistically significant.



method, run into trouble. Kurita and Nielsen (2009) show thlaen changes occur in the adjustment
parameters, the Johansen’s method is not applicable etghese changes] are reflected in the
impact parameter of the common stochastic trends, theriébgtiag the asymptotic distributions of

cointegration rank tests.” Because of this, the approach iseto use unbalanced regressions and

error-correction mechanisms to test for regime changesaindegration.

3 Data and Unit Root Tests

Most of the data for this paper, with some exceptions, arertdfom the IMF’s International Finance
Statistics (IFS). The frequency in all cases is annual. €Enesfor Mexico were obtained from national
sources (Inegi and Banco de Mexico). For this reason, thelsdmpMexico starts in 1932 while for
the others it begins in either 1950 or 1960. In all cases thgpaends in 2013. The price level for
Brazil was obtained from the site Ipeadata. For Chile, the I€&s of currency starts in 1986 so
money is mostly excluded from the corresponding analysiswéver, the model with the exchange
rate for that country works quite well so the missing datahhigpt be so important after all. The US
CPI series was obtained from the Bureau of Labor Statistics.

There are problems with the data of Argentina and Venezinrglbare commented later as they
affect the evaluation of the forecasting models. In the ficgintry, the series for the official consumer
price index was under scrutiny by the International Monefaund at the end of the sample. For
Venezuela, for several years at the end of the sample, thapge rate series in the IFS was probably
not the reference that price setters were using given itg widgparity with the exchange rate in the
parallel market.

The variables are in logs and represented by small caseslefis the data of different countries
is never mixed, one letter represents the same variabldlfooantries. The local price levep] is
the corresponding CPI while the foreign price levgl’] is the US CPI. The nominal exchange rate
(e) is in local currency per dollar. The monetary aggregatgi§é currency. The measure of economic
activity (y) is GDP.

Table 1 contains the Augmented Dickey-Fuller (ADF) unittréests. The series for Argentina,
Brazil, Chile and Mexico uniformly show that the variableséwéls contain a unit root while in first
differences they do not. However, the rejection of the urot hypothesis is borderline in some cases,

as it happens with inflation in Argentina and Brazil, where uhé root hypothesis is rejected only at



the 10 percent level of significance. In the case of Chile thel lef confidence is 5 percent while for
Mexico is 1 percent. Itis assumed that these and other iftes are the result of the way central banks
have conducted their monetary policy and they will be redléddch the form of the inflation models.
Both the unit root properties and the form of the inflation medeem to be related to different targets
set by the respective central banks.

— Table 1 here —

4 The Theoretical Framework and a Test of Regime Change

This section contains two closely related parts. The firstdescribes the conceptual model on which
the analysis is based. In particular, it describes the lamgrelations that are the base of the models
for the periods when there was an easily identifiable (Grgnggause of inflation. The second part
describes the role of the long-run equilibrium conditioma itest for regime change.

As in any other similar definition, a regime change here &igsif a change of parameters. The
main difference here is that the changes happen to be thasddtermine the directions of Granger
causality. When the relations are among nonstationaryhlasathe parameters involved are those of
speed of adjustment (also known as feedback parametetis)isldrucial because, it imposes unusual
restrictions on the formulation of the statistical modetisl ¢he estimation methods that can be used.
For example, Johansen’s reduced-rank method cannot beassieavill be discussed with some detail

later on.

4.1 The Theoretical Framework

The monetary model for Latin American economies was usedesstully by Marcet and Nicolini
(2003, 2005) and by Sargent et al. (2009). The first authanstcained their study to periods with
very high inflation but that of Sargent et al. (2009) goes @3 0ncluding years of moderate inflation.
These authors include the public deficit as a key variabl&eéir imodels and consider money to be
the only direct driver of inflation. In contrast, the anayypiresented here differs because in that it
considers that money is just one instrument of several Hrabe used or not by the central bank, even
when inflation is high. One example of when this could be happeis when a central bank targets a

competitive exchange rate.



Despite the empirical success of the models in those papemonetary approach has been mostly
abandoned. The reasons for this are two. First, it is comynbelieved that the monetary model
works only during periods of high inflation or the very longir{fRomer, 2011). Second, the monetary
model is regarded essentially as a relationship betweeryngnowth and the inflation rate where the
former causes the latter. Given the ample evidence thatstimat such causality and even the simple
contemporary correlation between these two variables Waakened, it would seem that a monetary
model has no place in modern times.

However, when it comes to forecasting there is not an obvsyeeriority of other approaches
in a low inflation environment. As mentioned in the liter&ueview, they did not produce good
forecasts during the crisis and before. Thus, if there is@ally a clear gain in forecasting power by
switching models, one might as well stick with the monetaggraach with some slight modifications
that improve its fit to the data and the pseudo out-of-sangukchsting exercises.

In this paper, the central bank’s reasons to pursue certmfpr the price level or the inflation
rate are not studied. Instead, the paper concentrates airtat relationship of inflation with the
central bank choices of targets and instruments. This altovmprove the goodness of fit to the data
and to produce good pseudo out-of-sample forecasts witith eegime. This is done through the
identification of changes in the Granger causality propsrti

The central bank can target either the price level or thetiofiaate. For either objective, it can
choose as its instrument a monetary aggregate, the exchatiegan interest rate or a combination of
them although, in most of the cases here examined, typitailyl use just one instrument.

Such choices determine the dynamics of inflation only forpdaeod when they are applied. This is
what allows the use of the same theoretical framework toystagh case for all available data of these
Latin American countries. The identification of targets arslfruments is purely empirical, dictated by
the model’s best fit for the data although in some cases kégriual events signal when the changes
of instrument or target ocurred.

Thus, the simplest version of the classical monetary mamted small open economy is based on
an exogenous process for GDP, the QEM, the PPP condition auné ¢hat relates the objectives of
the central bank with the price level or the rate of inflatidrhis rule can either be of the type used
by Sargent et al. (2009), if the central bank is using monegsasstrument, or another where the
exchange rate is the instrument. The central bank can atsts gmlicy with a rule that relates its

inflation target with its policy interest rate (i.e., Tay®rule).
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In the Cagan (1956) money demand equation, which Marcet acdliii (2005) and Sargent et
al. (2009) adopt, the scale variable (for example GDP) ispitetaly excluded because with very high
inflation its variations matter little. As there are signaint periods when inflation was moderate or
low, the approach here is to use the QEM in its traditionatfor his is a long-run relationship where
the price level is determined when the central bank uses yras#s instrument.

The empirical analysis also gives a central role to PPP asgron equilibrium condition where
the price level can be determined if the central bank optaiéimg the nominal exchange rate as its
instrument. When the central bank adopts an inflation targetpproach, the price level is not longer
determined within the QEM or the PPP equations. Insteadptice level fluctuates around a trend

related to the inflation target.

my — Yt — Pt = _UtN[(O) (1)

e+ p” —p = rery~1(0) (2)

Relation (1) is the QEM. Here, the price level, currency,n,, and outputy, are the determinants
of money velocityv;. Money is currency and so it can be considered as a real polgtyument,
as opposed to broader aggregates. Equation (2) is the PRIRi@onwhere to be a valid long-run
equilibrium condition the real exchange rate, has to be stationary.

These relationships are the starting point for the inflatitodels for Argentina, Brazil, Mexico
and Chile because those countries had at some point a de faotelgvel targeting regime tied to
either money or the exchange rate. However, those rel&ijosisio not hold for either Colombia nor
Venezuela despite the fact that money or the exchange raéehaal a significant impact on inflation
at some point. For these countries, the model of price levgkting cannot be applied.

It might be useful to state that QEM, or a more general moneyashel for two countries, along
with the PPP condition and an uncovered interest rate pariéythe ingredients for the monetary
model of exchange rate determination. Despite the sirtidarithis investigation is not trying to study
the exchange rate but the rate of inflation. In principles possible to study both for the same ticket
but that would stray the paper from its objective.

Nonetheless, before going into the empirical analysis itfriportant to notice that equations (1)
and (2) imply equation (3), often seen in studies of the atasmonetary model for the exchange rate

(Here, it will be used differently):



€t+pgs:mt—yt+zfl (3)

where the residual?’ = rer; — v, is stationary. This equation can be used to study any of the
variables in it but here this relationship will be useful tyry out some tests for Argentina, Brazil and
Mexico. Thus, it will be helpful to keep in mind the relatioasiong equations (1) to (3). They will be

used below in some simple algebraic substitutions in théesbof a test for a regime change.

4.2 A Test of Regime Change

This section offers an explanation for the test of regimengea for nonstationary variables and the
role of equations (1) to (3) in it. The regimes here are defimgtheir Granger causality properties.
Thus, there is a regime change when the Granger causalpeies of the system change. A simple
example is that if inflation was being driven by money in a megjibut at some point such causality
disappears, then there is a regime change.

This section describes a regime change test that applies arheconomy starts from a monetary
regime with price level target driven by a given instrumenb(ey or the exchange rate). The test
was used to detect the following cases: a) The economy renraimne regime for the whole sample
(Argentina and Chile); b) the system retains the price leasddt but the instrument changes, for
example money for the exchange rate, (Mexico and Brazil)jhe)déconomy abandons price level
targeting and moves into an inflation targeting regime (Br&hile and Mexico).

To see why this test works, one has to consider the followdngrice level target is at work when
a percentage increase in the amount of money or the exchategebut not necessarily both, will be
reflected as a similar increase in the price level in a longigh@eriod. If money is the driving variable
in a price determination regime, inflation would have as afddxplanatory variable the lagged velocity
of moneyu,_, in an error correction mechanism. On the other hand, if tltba@xge rate is the causing
variable, then the lagged real exchange rate_; enters as an explanatory variable for inflation in an
error correction mechanism.

However, there is further insight in considering an eq@ralalternative yet unusual model for
inflation if equations (1) to (3) hold during the periods whkare was price level determination. This

alternative model will be the base of the test for a regimengbavhen there is a situation of this
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sort® The alternative model uses the lagged values of the vasgaiblequation (3) (¢ + p“*),—; and
(m — y)¢_1) instead of both'~! andrert=!. This alternative model should work if relations (1) to (3)
hold. Later on, the alternative model will be used for an “alaibced regression,” which exact meaning
will be discussed below.

First, it is important to realize that the coefficients &f ¢ p**);,_, and(m — y);—1) must be of
similar absolute value but opposite sign, as equation (B)i@s. Second, in a regime when money is
the driving variable, the variable + p“*),_; should have a negative sign. This is because equation
(2) shows that such variable can be replaced by the lagge€ lesiel (plus a stationary error term that
should not affect the estimated coefficient) and the coefiiodf this must be negative in a model for
inflation. Third, for a similar reasoning, in a regime whene £xchange rate is the driving variable,
the sign of(m — y),_; should be negative.

Now, the test consists in estimating the alternative maoalatiifferent samples and looking at what
happens to the signs of the estimated coefficients. Wheniegedt) to (3) hold, the absolute value of
the coefficients for(e + p“*),_1 and(m —y),_1) should be similar but their signs should be opposite in
each subsample, as discussed above. The following casei&grved (countries can be mentioned
in different cases because they could have experiencedthemmeone regime change):

If the coefficients become statistically insignificant fransubsample to the other, then the mone-
tary regime is not longer based on price level targetings Blecurred when countries moved into an
inflation targeting regime (Brazil, Chile and Mexico in thetlasbsample). If the coefficients of each
variable remained statistically significant then the mangetegime was still based on a price level
target and two cases arise.

If the coefficients of those variables remain significantrfrone subsample to the other and the
signs remain unchanged, the system continues in a pricedetermination regime with the same
driving variable for the whole price level determinatiomgde (Argentina and Chile, respectively).
However, if the coefficients remain significant from one subple to the other but they switch their
signs, then the system has moved from one monetary regirh@uice level determination into another
with a different driving variable (Mexico and Brazil).

The test above are not applied neither to Colombia nor to \lezl@abecause those countries have

not had a price level determination so the coefficients atk swtistically zero. This is because, as

6]t is important to stress that such relations do not need o fow the whole sample, only for when there was price

level determination.
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will be seen later, even though money and/or the exchangectatld have had important effects on
the rate of inflation, the pass-through of any of those véggmbn prices has never been complete in
both economies. Thus, for those countries a simpler and olioget approach was followed. This

consists in looking at the behavior of the residuals of atialhregression based on either money or
the exchange rate and then using an alternative model wieea ithevidence of a bad goodness of fit
of the initial model. With this method it was found that Venela did have a regime change in the

seventies while for Colombia is unclear.

5 Empirical Results

Several Latin American countries faced periods of high fitfla Those episodes coincided with situa-
tions of high fiscal deficits. Argentina, Brazil and Chile hadipés of hyperinflation and are included
in the sample studied by Sargent et al. (2009). They havejahdrder, the highest average and
variability for the inflation rate from 1950 to 2013. Pericafshyperinflation usually lasted just a few
months. Since the nineties, most Latin American countreggah enjoying the fruits of their policy
reforms. Their macroeconomic indicators became lessilekatd they were able to cope better with
external shocks. The commitment to control their publicasfiand the concession of legal autonomy
to their central banks was key to success in several of theasénse, many Latin American countries
reached their “Great Moderation.” However, there are eticep. Argentina and Venezuela still have
to reach an environment of price stability as they still etkhe necessary fiscal framework and an
autonomous central bank during the period under analy$is |&st characteristic was also absent in
Brazil.

Given their different circumstances, there cannot be argémeflation model for all of these
economies and all times. Instead, a particular model ismddefor each country within each regime.
This serves the main purpose of improving the pseudo-csaofple forecasting performance along
the whole available sample. As central banks might changje dbjectives and instruments, the best
variables to explain and forecast inflation might changethay did in most cases.

For the case of Mexico, there were well-identified dates stfdnical events that caused a change in
the behavior of inflation. For the rest of the economies, wiepublic policy statement was identified,
the general strategy was to fit a parsimonious inflation méateds long as the residuals are more or

less well behaved. If a strong change in the behavior of thieluals was detected, a further analysis
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is carried out to see if there was a regime change where anoftegion model fits the data better.
The models for Mexico, Brazil and Argentina are studied wittuatomized test for regime change

described in section (4).

5.1 Mexico

For this country, there were two publicly known events thatevclearly reflected in the behavior of
inflation. From 1932 to 1981, the Mexican central bank cotellicis monetary policy determining
the money supply to keep a constant real exchange rate. leovas/the fiscal deficit was sometimes
financed with currency creation, there were bursts of iftatiThey were always followed by a propor-
tional devaluation to reestablish the PPP condition. Thigegss entailed a de facto monetary regime
with a price level target achieved through the use of cugr@sdhe instrument.

In 1982, Mexico modified its macroeconomic policy frameworwo of the changes were crucial.
One of them was the restriction to finance the public defidibhwentral bank credit. The other was a
tendency to pursue a real exchange rate strategy to faentaegcount problems.

From 1983 to 2000 the central bank determined the path oftilce fevel but this time through
exchange rate management. Although, from 1995 onwardscilnetry adopted a floating exchange
rate regime, the relationship between the exchange ratemmavts and the rate of inflation continued
as before. Thus, even with the floating exchange rate, ths &85 to 2000 are placed in the regime
when the exchange rate determined the price level.

However, when the central bank finally adopted an inflatiogeing regime in 2001, the pass-
through of exchange rate movements on the rate of inflatiaosasiderably diminished, except for
a brief episode around the financial crisis, as happenedar dfatin American countries. The impact
of these events are studied first through unbalanced reégmessnd then with parsimonious inflation

models.

5.1.1 Unbalanced Regressions

There are no general tests to prove a regime change in therlongausality properties of a cointe-
grated system. Nonetheless, the special characterigtite anflation process in Mexico allow the
application of the procedure described in the previous@eciThese special characteristics are that

both the QEM and PPP seem to hold during the price level fagperiod and that the dates of policy
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change are known. As discussed above, one can use equatiorsé® if there was a regime change.
The idea is that if such relationship holds then the signb®fpiarameters are of similar absolute value
and change if they are used in a model for inflation. In paldiclone can estimate the following

inflation model:

Apy = Bm(m — y)i + Be(e + ")t + dmAmy_1 + ¢ Ae 4+ p"*)i—1 4)

The left-hand side is a stationary variable. Those varginigide the parentheses are related to the
price level through the QEM and PPP, respectively. Howekiey; have stochastic trends and thus they
lead to anunbalanced regressionAs this is an important concept to be used here, it is usefahy
some words about it.

An unbalanced regression is called so because the deperateaiile has a different order of in-
tegration than some or all of the regressors. In generalthierkind of regressions neither regular
statistics nor cointegration methods can be used to makeeinde. It is often thought, incorrectly,
that all unbalanced regressions are spurious. A commonte@mxample to that assumption is the
regression used in the ADF test, where under the null hygattae right-hand side variable is an
I(1) variable and the left-hand variable is 1(0). Anotheaele is the unrestricted conditional error
correction model. Thus, according to Banerjee et al. (1988)nbalanced regression should not be a
matter of concern “as long as the correct critical valuesuassl.” This is crucial for the test.

To interpret equation (4), suppose that money is the drivargable for inflation. In this case the
sign of the estimated parameter for — y),_1, 8., Should be negative. Now as PPP holgsshould
be positive for reasons explained in the previous sectioareldver, the absolute value 6f, and g,
should be similar. This is because PPP allows the substitofi(e + p**),_; for p,_; plus a stationary
error term that has no effect in the long run relationshipis Bubstitution transforms the unbalanced
regression into a conditional unconstrained error caomacehodel (4) for the QEM where it is possible
to use a standarized test for cointegration based on thedérnicand MacKinnon (EM, 2002) tables.

Now, if the driving variable for inflation is the exchangeg@ten one can proceed in a similar way.
This time the sign of the estimated parameterfoin equation (4) should be negative afid positive.
Again, the absolute value of both parameters must be sinitas allows now the substitutios,, for
p:—1 plus a stationary error term that has no effect in the longelationship. The model for inflation

is then another error correction mechanism for the PPP tiondi Those sign changes and similar
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absolute values for the coefficients of the variables wititlsastic trends occur only if the economy
has moved from a money-based regime for inflation into amdithsed on the exchange rate.

These switches in the sign of the coefficients imply variaion the speed of adjustment parame-
ters in the models for inflation that change from being sthlpsnificant in one regime to being zero
in another regime and vice versa. This entails particulpeets that are not present in other types of
models of regime or parameter changes. Indeed, those chantpe adjustment parameters from sig-
nificant to zero and from zero to significant have implicasi@m which other variables can enter into
the short term dynamics of inflation. For example, when theffawent 3, is negative then the con-
temporary variation of the exchange rate cannot enter ag@aratory variable for inflation because
that variable is weakly endogenous in that regime. If theneoty moves into a regime dominated
by the exchange rate (i.e., when coefficigptis negative) then the contemporary variation of money
cannot enter as an explanatory variable because it is a yeaklogenous variable. Finally, when
neither money nor the exchange rate are determinants ofitteslpvel boths,, andjs, should be zero
because even {fin — y),_; and(e + p**),_; cointegrate, they have no impact on inflation.

Because of the above, only the model for the whole sampledeslihe contemporary changes
of both variables although, under the particular type ofmegchange just described, this should be
incorrect. Also, as explained before, for the first regimayaurrency growth is included. For the
second regime only the change of the exchange rate is intIdae the third regime neither variation
is included but this makes no difference as they tend to beigrfisant anyway (except for one
exception discussed later).

The results, obtained with the procedure general-to-8pdoside the regime and the required
constraints on the regressors, are in Table 2. In all motteslagged levels of currency and foreign
prices were included, but the presence of the contempolamyges of these variables depends on the
assumed monetary regimes to avoid endogeneity problemss, The model for the whole sample
includes the contemporary changes of both variables. Fofitst regime, only currency growth is
included. For the second regime, only the change of foreigrep are included. For the third regime,
neither variation is included but in any case they are noifsogimt. All estimated coefficients and tests
statistics are in Table 2.

— Table 2 here —

It should be said here that in the tables for regressions lthesgiations “n.s.” (not significant)

and “n.i.” are frequently used. The first abbreviation serte indicate that initially one variable

15



was included but it was deleted as part of the general-to#spsimplification process. The second
abbreviation means that the variable cannot be includedusecit is endogenous inside the particular
regime where the estimation was applied.

In all the equations, as expected, the estimated coefficfentagged inflationary moneynyb —
y)+—1 and foreign pricese + p**),_; are nearly identical in absolute value but with oppositesig
Thus, by considering that the absolute values are the saraeam factorize them and obtain equation
(3), which is therefore confirmed as a valid long-run equilitn relationship.

For the whole sample, those lagged variables have smaliceats (0.07 and -0.07) and small t
values. It is important to remember that the distributiothafset statistics is not normal because the
variables are nonstationary. As the asymptotic distrisutor these statistics depends on the variables
involved (Pagan and Wickens, 1989), there are no standatdables to evaluate their significance.
Fortunately, there is a useful detour.

From the definition of real exchange rate one can substjtute p**),_; for p,_1 + rer,_; in the

regression of the first column of Table' 2:

Ap, = 1.2540.07(m —y)i—1 — 0.07(e + p**);—1 + 0.51Am, + 0.34Ae; (5)
—|—0.19A€t_1 + ZALt
= 1.2540.07(m — y);—1 — 0.07p;—1 + 0.51Am,; + 0.34Ae; (6)

+0.19A¢; 1 + (U + 0.07rer; 1)

In the second line(e + p**),_; is substituted by, ; and0.07rer,_; is added to the original
estimated error term to obtain a new error terim + 0.07rer,_1). This becomes an unconstrained
error correction model where inference is easier. The aoeiffi for the lagged price level inherits the
t-value of —2.45. According to Table 3 in Ericsson and MacKinnon (2001) foroastant term and
five regressors, the critical value of 10 percent of signifoeais -3.66. This confirms that the lagged
nonstationary variables are not significant in this equatio

This happens because the sample includes three diffegimes that generate a cointegrated vec-
tor autoregression (CVAR) with a different matrix of adjustrhparameters for each regime. However,

the changes of money and foreign prices are highly signifeamoney and the exchange rate give the

/It would be incorrect to substituten — ), for p;_; because the coefficient for the lagged price level must ivegat

in order to have a valid error correction model.
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illusion of being causes of inflation during the whole sangs#epite their well-known lack of predic-
tive power since 2001. This is the result of not consideringogeneity problems caused by changes
in the causality properties. In fact such problems can be deectly in that the new error term, that
includes the lagged real exchange rate, is correlated Wwglcbntemporary variation of the nominal
exchange rate. This model fits the data within sample wellitoperforms porrly in out-of-sample
forecasting, as will be seen in the next section.

Another aspect to note is that for regimes 1 and 2, the sigrteéovariables with a stochastic trend
switch: In regime 1, the coefficient fdrm — y),_; is positive and that fofe + p**);_; is negative.
For regime 2 the opposite happens. This is the result of aeghange. To see this, one can make
substitutions of variables. For the first regime, the PPRIitimm allows the substitution of the lagged
foreign price levele + p**),_; for its long-run equivalent, the lagged price lepgl,. With this, the
unbalanced regression for the first regime becomes equoivalan unrestricted error correction model.

Notice that the error term of the transformed regression wowld contain an added term pro-
portional to the lagged real exchange rate, as in equatipnHdéwever, the new error term is still
orthogonal to the regressors because during the first retenkags of the real exchange rate do not
impact contemporary values of money velocity. The t-diiatisf -6.11 is far more negative than the
critical value of 1 percent of significance of Table 3 for farde regressors (-4.09) of Ericsson and
MacKinnon (2002), confirming the cointegration propertyttas relationship.

For the second regime, the QEM allows the substitution ajéaignflationary moneymyb—y);_4
for the lagged price leved,_;. From this, another conditional error correction model ifdtation
results but this time for regime 2 . Because in regime 2, théetoporary and lagged values of money
velocity are uncorrelated with the real exchange rate, #hwe error term is still orthogonal to the
regressors. The second lag of the inflation rate had to bedadaeder to eliminate autocorrelation in
the regression errors. With this, the t-statistic coeffitier (myb — y),_; can be used to assess the
validity of the regression. Its value is -5.66, which eagikceeds the critical value for the 1 percent
significance level in the Ericsson-MacKinnon Table 3 withbastant term and four regressors, -4.36.

For the third regime neither money nor the exchange rateyatersatic causes of inflation so they
disappear from the model except for the contemporary exgheatte depreciation, which has a small
coefficient. This is barely significant and comes from theastpf the 2008 crisis, as in other Latin
American countries.

The modified unbalanced regressions allow to conclude fhat the first regime the adjustment
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coefficient for money velocity is significant and the one toe teal exchange rate is zero; 2) for the
second regime, the adjustment coefficient for money vslegitero and the one for the real exchange
rate becomes significant; 3) For the third regime, the adfjast coefficients for money velocity and

the exchange rate are zero. Now a model for inflation for eabkample can be estimated.

5.1.2 Inflation Models

The inflation models for each regime are improved versionisebnes in Table 2 and have much better
statistical properties. There is an error correction meisma with different explanatory variables for
the first two regimes. As the third one has no systematic calasanflation other than the inflation
target itself, it has the simple structure of a constant &mheperiod. None of the equations contains
any lagged values of the inflation rate, meaning that indrtfation had no role after considering the
effect of the excess of money over the amount needed foracéinas(m —y), which for short is called
“inflation money.” In regime 1, currency was the monetaryigoVariable so the inflation process is
represented as an error correction model within the QEMeaygequation (7)). The results are in the
first numerical column of Table 3.

— Table 3 here —

Apy = o+ Qpm Pr—1 + O (M — Y)1—1 + Gm Ay +up™ (7)

The t statistic for the lagged price level coefficient, is negative and highly significant, according
to the Ericsson-MacKinnon (2002) tables, indicating thatQEM equation is a cointegration relation-
ship. The contemporary impact of money growtl) is strong. With a value of about 0.5, it shows
that half the long-run impact of money on prices occurs irfits¢ year. All statistical tests except the
N-step projection are satisfactory.

In the second regime, the exchange rate is the only systepaise of inflation. Thus, the model
comes from the PPP condition with the price level as the @worecting variable and both the ex-

change rate and the foreign price level as weakly exogeranshles:

Apy = ce + e pro1 + e (€4 ")t + ¢ Ale + p"*)e + ui” (8)

The coefficient for the lagged price lewe},, is highly significant, showing the PPP condition is

a cointegration relationship with the price level as theustilng variable. The size of that coefficient
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(—0.7) plus the contemporary effect of a depreciation on inflatipris very high, implying a quick
convergence. The high adjust&dimplies that there is almost no room for other explanatoriatdes.

All the statistical tests are satisfactory. In this peritte parameters of the model do not show any
signs of instability.

For the third regime, the central bank abandoned a pricé tesget and adopted instead a modern
preannounced inflation targeting framework. In such regmeg&her money nor the exchange rate are
systematic causes of inflation. This role is played by theiih expectation itself. If the central
bank’s target enjoys credibility, this substitutes theeottwo drivers of inflation. Because of this, the
forecast of inflation based on other variables becomes ulifamd the inflation target itself becomes a
key reference to forecast annual inflation. Maybe some blasacan help at higher frequency but one
should not expect a big improvement.

Since 2001, inflation has not followed the exchange rate mevis as in the past. The sharp
depreciation of the Mexican peso during the financial cri$i2008 was not followed by a similar
increment in prices (although there was a small and tralysto-movement). Instead, the mean re-
version property of the real exchange rate was reflected ewauation of the nominal exchange rate
nearly enough to erase the effects of the crisis.

The estimate for the autoregressive term is negative buigoificant. The only significant pa-
rameter turns out to be the constant, which is the averagepechange of the price level during the
inflation target regime. In the last couple of years such ondas decreased. The situation is similar
to that of several other economies that have adopted anditngtiexplicit inflation target, where the
inflation process becomes close to noise around a consteftutalty, the weakening of the relationship
between the inflation and the depreciations rates has besgiywdocumented for Mexico thorough
different statistical procedurés.

To end this section, it is useful to show graphically whatgeys to the behavior of residuals when a
model changes regime. This simple procedure will be theslfasthe identification of regime changes
in the cases where no publicly known date of policy changeaw. The good statistical properties

of the regression for regime 1 in Table 3 are only maintaingdiwthe given sample (1932-1981). If

8See, for example, Capiéim et al. (2011) and Cd$ (2013). The numerical differences between their reguritthe
passthrough coefficient and that of this paper can be tract tfact they use a VAR with many variables while this paper
uses single equations. Those papers coincide in that tis¢hpasgh coefficient fell strongly since the adoption ofatifin

targeting in 2001.
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one or two years are added to that subsample, the model degmeak down. This can be seen in
Figure 1, that shows the actual and fitted value for inflation@with the residuals for a regression of
inflation with the same explanatory variables but a sampigreanted with two more years (1982-83).
The residuals show that the regression fails completelyaptuwring the behavior of inflation in 1982
and 1983, producing two large outliers. This is importardause this is one of the things that should
happen if there is a regime change and the dependent vaisableving a lot. Of course, a Chow test
(not reported) for the years 82-83 easily rejects a cons¢ginine. This procedure to detect a monetary
regime changes is applied to the cases of other countriee\inere are no public events or references

that indicate them.

5.2 Brazll

The analysis for Brazil is similar to that of Mexico in that tB®uth American country passes for
the same regimes and even its corresponding dates of rediamge are close to those of the other
country. Because availability in the IFS database, the safopkhis country is much shorter than that
for Mexico as the real GDP series starts in 1963. The time fpaihe estimation goes from 1964 to

2013.

As in the case of Mexico, there are three regimes. In the fis) 1964 to 1979, the central bank
had a price level target and money was the driving nominahlkbe. In the second, from 1982 to 1998,
there was also a price level target but the exchange ratehgdsdding variable. In the third regime,
from 1999 to 2013, there is an inflation target that was nat teeneither money nor to the exchange
rate.

First, one has to explain how the dates of regime change wlergified and afterwards a proof
that these regime changes did occur with a procedure basedo@atanced regressions similar to that
applied to Mexico. Following the example at the end of thdisador Mexico, the dates of regime
change were identified as follows. A regression based on yneas obtained recursively from 1964
to 1972 and forward. To reduce the number of tables, the sagressions that end up as the final
models are used here to show how the change points werefideéniihe first column Table 5 contains
the estimates for this model from 1964 to 1979 and it work$yfavell, as discussed below. However,
extending the estimation sample forward the residualsrbeanuch more volatile suggesting that the

model breaks down during the added years.
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Figure 2 shows the residuals of the same model from 1964 t@.IB@s behavior was interpreted
as evidence of a monetary regime change. The end of the fjisteevas chosen at 1979. The next
two years were transition years and it was difficult to findacplfor them in any regime.

— Figure 2 —

In 1999, the Brazilian central bank had to give up its predeiteed exchange rate system and
adopted a flexible one. Along with several measures of figsataint, the country adopted an inflation
targeting framework, which has been in place ever sinces;Ttme second regime begins in the early
eighties and ends in 1998. The third regime, with inflatiogééing, goes from 1999 to the end of the

sample.

5.2.1 Unbalanced Regressions

As in the Mexican case, it is possible to show that the reginaages in the Granger causality structure
happened at the given dates with the use of unbalanced segresThe results are shown in Table 4.
As in the case of Mexico, for the whole sample (first numergzdlmn), the two trending variables
are nonsignificant while the ones for the contemporary ceamg money and the exchange rate are
highly significant and they add close to one. Furthermotdesats displayed are passed easily. Thus,
at first sight it looks as if money and the exchange rate havaya been simultaneously important to
determine the inflation rate in Brazil. However, this is wrdoggause that regression does not take into
consideration that these explanatory variables switclptbperty of weak exogeneity.

— Table 4 —

To account for this aspect, a model for each regime must beatsid. The estimation for the first
regime (1964-1979) does not include a constant. Insteaatlitdes an impulse dummy variable for
the year 1968 for an outlier that causes the regression &klol@vn. The estimated coefficients for the
two trending variables;m — y),—; and(e + p**),_1, are very similar but with an opposite sign (0.23
and -0.27, respectively). As explained above, this imgles the quantitative equation of money was
the rule to determine the price level in that period.

These unbalanced regressions must be turned into untedtagnditional error correction models
for which tabulated critical values exist (Ericson and Mawton, 2002). For this, the trending variable
with the negative coefficiente + p**);_,, must be substituted by the lagged price level plus the khgge

real exchange rate. This allows to compare the t value ofdkéicient,-4.61, with the critical values
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from Table 3 of EM. This value easily exceeds that for fouialales at the 1 per cent of significance
(-4.36).

The estimates for the second regime (1982-1998) are in tteertbmerical column. Notice that
1980 and 1981 are left out because they are transition ylearsld not seem to fit well in either the
first or the second regimes. This is equivalent to arbitrantlude them in either regression along
with an impulse dummy variable for each year. Somethinglammiappens with Mexico, where the
transition year 1982 does not fit in any regime. This is a mwbWith other countries as well and it
has been found in other studies on these countries. Thesaus@ot clear but they suggest factors
such as destabilizing expectations or a dollarizationgss¢see Sargent et al. 2009).

The coefficients for the trending variablés; —y), _; and(e+p*“*),_;, are again similar in absolute
value with opposite signs but these have switched. Thisdsigely the evidence of a regime change
through the weak exogeneity property: one of the variabdesed to be error correcting and, as there
must be at least one with this property, the other one becemescorrecting.

To convert this unbalanced regression into a conditionalr eorrection model, the variable with
the negative sign(m — y);_; is substituted by the price level minus money velocity. Tiniakes
possible to compare the value of the t statistic -3.77 withdbrresponding critical values of Table 3
in EM (for the 5 percent level is -3.5).

The estimated coefficients for the variables with stochdstind in the third regime (1999-2013)
are very small and far from being significant. This indicategw regime change, where neither money
nor the exchange rate determine the price level. Thus, #rerévo regime changes for the inflation

process similar to those in Mexico.

5.2.2 Inflation Models

Now it is possible to obtain an inflation model for each reginfable 5 contains the estimates. In
regime 1 (1964-1978) the price level was determined withen QEM system. The first numerical
column shows that the coefficients for the lagged price lewel inflationary money have the right
signs and similar absolute values (-0.61 and 0.66, resjedoti The t value for the first of these
variables is -5.92, which exceeds by far the critical valuetfie 1 percent level of significance from
Table 3 of Eriscsson and MacKinnon (2002). The contemparhange of money has a coefficient of

0.31. The goodness of fit is very good although the regredailsntwo recursive tests.
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— Table 5 here —

For regime 2, the price level was determined within the PRRIition. This is validated by the
signs and similar absolute values of the coefficients fotafged price level and foreign prices in local
currency (-0.94 and 0.99, respectively). The t value foffits¢ variable is also very high, proving that
PPP is along-run equilibrium relationship for Brazil. Thetmmporary rate of change of the exchange
rate has a coefficient of 0.60. This coefficient and the hidhevaf the speed of adjustment imply that
the impact of a devaluation on prices occurred much fasen th the case of Mexico. The only
problem detected in the table is the failure to pass the Nystejection test.

For regime 3, neither money nor the exchange rate enter asndataints of the price level and
they are not significant if they get included. However, thte @& depreciation retains a tiny impact on
inflation with a coefficient of 0.04. This effect seems to camastly from the years around the 2008
crisis, when the Latin American currencies were subjedrtmg devaluations that had a positive albeit

tiny impact on inflation.

5.3 Chile

For Chile, the IFS series for the monetary aggregate sta®®5,1so it is not possible to analyze the
role of money for many decades back nor to test a change aheegs in the case of Mexico. Because
of these missing data, for this country, no unbalanced ssgyas are estimated and only monetary
regimes 2 (exchange rate based price level target) and 3efmaaflation targeting) are considered.
The date to divide both regimes is 1991, when the Chilean @idmaink adopted the inflation targeting

framework.

5.3.1 Inflation Models

Table 6 contains the estimated models for Chile during regilnand 3. There is something peculiar
about the relationship between the Chilean price level aachttminal exchange rate. In the cases
of Brazil and Mexico this relationship was set through the BBRdition but in the Chilean case the
foreign price level is absent. It is necessary to leave och sariable because, otherwise there would
not be a long-run relationship. Aside from this, the behawiothe model is very good. The signs
of the coefficients of the trending variables are of the ogpasgn, negative for the price level and

similar in absolute value.
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— Table 6 here —

The t value for the price level is -5.18, which is more thanwgiofor a 1 percent level of signif-
icance, according to the Ericsson-Mackinnon (2002) tabl&t8 contemporary rate of depreciation
is also significant with a coefficient of 0.28. Differentlypfn the cases of Brazil and Mexico, there is
strong inertia shown in the significance of lags 1 and 2 ofiioita This might be because of a persis-
tent practice of nominal indexation in the Chilean econonoyrfithe 60s to the beginning of inflation
targeting in 1990. The model only fails the Cusum test. Figure 3 shows no pasiquioblems with
residuals.

— Figure 3 here —

The model for regime 3, that of inflation targeting, does rmttain a long-run relationship, but
it still has strong signs of inertia (a high autorregressesn) if one estimates the model from the
declared starting date of inflation targeting (1990). Thisld be because indexation practices survived
for along time, even during inflation targeting (a shortenpke starting in 2001 contains a significative
autoregressive term). The nominal rate of depreciatidirnss some explanatory power that disappears
if impulse dummy variables for 2008 and 2009 are includeck Mwodel passes all the statistical tests

shown.

5.4 Argentina

The most relevant aspect in the case of Argentinean inflagidimat during the whole sample of data
available (1950-2013), there has been only one regime foe fevel determination and inflation dy-
namics. This corresponds to the one where the central baskhsepath of the price level through
currency with some effect of lagged depreciations. The tioflamodel is obtained from the QEM
equation. In this regime, money is the best predictor offilsiteand this remains true in the 2008-2013

period when there was a controversy surrounding the depditgaf official inflation figures.

5.4.1 Unbalanced Regressions

The examination of the residuals from this model does natakany particular change in inflation
behavior at any point of the sample (Figure 4). However, @rmeask why a regime is based on money

and not on the exchange rate as the driving variable of ioflaffo decide the issue, one can apply the

9See Lefort and Schmidt-Hebbel (2001).
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unbalanced regression (4), as in the cases for Mexico andl .Brae results are in Table 7.

—TFigure 4 here—

As in the cases of Mexico and Brazil, the coefficients of thadneg variables,, and 3., have
similar absolute value with opposite signs. The one withpibstive sign is3,,, SO money is the weakly
exogenous variable. This is because, to validly introdbedagged price level into this equation, its
coefficient, or speed of adjustment, must have negative Jigesame happened in the cases of Mexico
and Brazil, discussed above.

— Table 7 here —

The main problem for the inflation model is the big jump in mprelocity from 1988 to 1992,
which has been studied by many authors. For example, KandrEaicsson (2003) have to use a
ratchet variabl¥ to obtain an error correction mechanism for M3. They considehis effect the
result of the accelerated currency substitution procesafization) in Argentina at that time. Such
ratchet effect would not work beyond their sample (19752)9%cause dollarization eventually was
reversed and money velocity has been falling since 1998 it is still well below the levels it had
before 1989.

5.4.2 Inflation Model

As the QEM relationship seems to hold before and after th&-19®2 period, albeit at different levels
of average money velocity. The solution proposed here ifrdan perfect but the resulting model is
reasonable. The model, is similar to the ones for Brazil andidtefor regime 1, where the central
bank determines the price level through money. This is aitiondl error correction mechanism based
on the QEM equation where the error-correcting variablafigtion. As there is only one long-run
relationship driving the inflation process, the depreoratiate enters only in lags, even though the
inclusion of its contemporary value does not change thdteeswch.

Table 8 contains the inflation model estimates for Argentifige coefficients for the lagged price
level p,_; and inflationary moneym — y),_; are each of the right sign and similar in absolute value
(-0.21 and 0.23, respectively), which implies that the QEA been holding during the whole sample
and that the price level is the error-correcting variablagdged inflationAp;_; has a coefficient of

0.34 showing little inertia. The contemporary and laggddesof money growti\m, are significant

0This is a variable defined as “the maximum inflation rate tet@amin and Ericsson 2003)that works as a step

dummy variable that helps to produce a cointegration k@iatiip.
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as it is the lagged value of the depreciation rate_,;. Two dummy variables were needed to obtain
normality in the residuals. The first is for 1986 and the sedon 1989, when the big jump in money
velocity discussed before began.

— Table 8 here —

The estimation of the model until 2013 causes some problesoause the model projects higher
levels of inflation (typically above 20 percent) than theoimethe IFS series (10 percent or less) but this
is not a problem of the model. As a matter of fact, the offiaidllation figures were questioned since
at least 2008. The IMF sent a formal request to Argentinidhaities to apply “remedial measures to
address the quality of the official data reported to the Famdife Consumer Price Index for Greater
Buenos Aires (CPI-GBA) and Gross Domestic Product (GBPJSince 2008 PriceStats produced a

consumer price index that implied rates of inflation abovertiy percent as the model of Table does 8.

5.5 Venezuela

In Venezuela neither the QEM nor PPP hold exactly so the iaflahodels are not based in cointegra-
tion relationships. This precludes that the Venezuelatrakbank had had a price level target. This
country has had two regimes for inflation, one (regime 1) chat@d by money, from 1961 to 1976, and
another (regime 2) dominated by the exchange rate, from «®2013. This country has not entered
yet into a modern low-inflation, floating exchange rate targgime so there is no regime 3.

The identification of the dates of regime change was baseti@®xamination of the residuals
of a regression of inflation against money growth (conterapoand lagged one period). The model
behaves well until 1976 but it breaks down afterwards, adeaseen in Figure 5. From 1977 onwards
the model does not fit the data at all. Therefore, a model bas¢lde exchange rate was tried.

— Figure 5 here—

5.5.1 Inflation Models

Table 9 shows the estimated models for each regime. No obpablic event was found to be a
good explanation for the change in dynamics so the idenibicalate relied on the properties of the
residuals. As happened in the cases of Brazil, Chile and Mgekiaach regime only one variable has

a systematic effect on inflation.

Uhttp://www.imf.org/external/np/sec/pr/2013/pr133&h
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— Table 9 —

The first thing to notice is that none of the models has laggeel$ of prices, inflationary money
or the exchange rate. This comes from the fact that neithdvl @& PPP hold exactly. Instead, for
regime 1 the contemporary and the lagged rate of change ohtimetary aggregate. The summation
of these coefficients is barely 0.27 and, because there istncegressive term, this is also the long-run
effect of money on the price level. Thus, the QEM is not nearét for Venezuela so the relationship
between prices and money can be hard to see. The contempamgciation of the exchange rate
was included in some models but it was not significant.

For regime 2, money ceases to be a systematic factor and thiealexchange rate takes its place.
For this regime, only the contemporary exchange rate dei@c was significant with a coefficient of
0.26. However, as there is an autoregressive term equabo the long-run impact of a depreciation
is equal to 0.58. The model, despite its simplicity, seenty g¢able, with most statistical terms
easily passed. The moderdté of 0.68 shows that the explanatory power of the exchangegatet
overwhelming, leaving a lot to be explained. However, moiseyot a variable that helps to explain

inflation in this regime.

5.6 Colombia

Colombia consistently had two-digit inflation rates from #igties to the end of the nineties. The
value of the currency was managed through different preaited exchange rate systems. Although,
the correlation between price inflation and the depreaiataie was strong, PPP does not hold for
this country. This suggests that the central bank neveetadga price level through PPP, as other
major Latin American countries in regime 2 did. Since 199@, ¢country has used a combination of
flexible and managed exchange rate systems, at least dorimg\gears? Since then, it has gradually
converged to a full-fledged inflation-targeting strateglyjcla probably began to achieve since 2009.
For this country, no regime changes were found other thassiply, that of 2009. Figure 6 shows
that the residuals do not have a particular change of behaloag the sample Also, the model lacks
variables in lagged levels, i.e., the model is not an eraorection mechanism. Although, neither QEM
nor PPP are met in this country, both money growth and theasmxgdrate depreciation seem to have a

role in the determination of the inflation process, beingdahly country among the ones here studied

125ee Vargas (2005).
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where this happens. This might occur because there cou@been regime changes of short duration
that are too difficult to identify.
— Figure 6 —

5.6.1 Inflation Models

Table 10 contains the estimated model for Colombia. Only dlgged values of money growth, ex-
change rate depreciation and inflation are significant. Ttheslong-run impact of money growth is
equal to 0.64 while that of exchange depreciation is 0.36spide the simplicity of the model, this
works well in out-of-sample forecasting.

— Table 10 here —

6 Out-of-sample Forecasting Performance Evaluation

Taking into consideration changes in Granger causalitylshioe reflected in an improved forecasting
performance. Good out-of-sample predictions are not secigimplied by a satisfactory goodness of
fit. The exercises in this section are, within the limits irapd by sample sizes, enough to discriminate
among alternatives in most cases. The full sample is divideas many regimes as suggested by
the previous section. For each subsample, up to five modelsstimated for one part of the data
points (half of it, if there are enough observations). Néot,the rest of the subsample, inflation is
dynamically forecast without reestimation.

The root mean squared error (RMSE) for each forecast is @zl This often, but not always,
identifies which model is relatively better within each regi In most cases, the best models in terms
of the RMSE are usually the ones pointed out by the previousoseddowever, the dominant model
in a regimen is found through the Diebold-Mariano test (Bidband Mariano, 1995), which will
be referred as DM, with the small sample correction as sugddsy Harvey et al. (1997). This
correction consists in two modifications. The first consisteescaling the Diebold-Mariano statistic
by one factor depending on the number of forecasting datatgand the number of steps ahead of
the forecasts. The second is the use of the t-student distnibwith degrees of freedom given by the
number of forecast points instead of the standard norméileliton. The tables report the p-value
of the adjusted Diebold-Mariano statistic (DMpv) next te RMSE. The model that is used as the

benchmark for the comparisons is identified by a p-value oAll.the exercises here are based on
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one-step-ahead forecasts and the loss function used tm ebthe DM statistic is the absolute value
of the forecast errors.

The exercises for the six countries are distributed in tkebées. Mexico and Brazil are together,
as they have similar regimes (two with implicit price-levatget and one with inflation targeting).
Argentina and Chile are in the next table because those ¢esifitad only one price-level targeting
regime although Chile arrived at some point to an inflatiogating regime. The third table of this

section contains Colombia and Venezuela, as they never ialevel targeting.

6.1 Mexico and Brazil

The inflation models in competition for each country are ¢éhasalyzed in the previous section plus
two more. For regimes 1 and 2, the first model is labeled as “Quaaly and it includes money and
the exchange rate (the first numerical columns in Tables 24andrhe second model is the “Pure
Monetary” model (first numerical columns in Tables 3 and 5She Third one is the “Pure Exchange
Rate” model (second numerical columns in Tables 3 and 5). dimtf model is a simple AR(1) model
(no other lags are significant in each case). The last oneN&a&é” model, where the average of half
the corresponding subsample is used to forecast the retibutd be noticed that this model is the one
that should fare at least as well as any other in a regime witie@announced inflation targeting regime
no tied to money nor the exchange rate.

For regime 3, the one with inflation targeting, the first thmeedels cannot be estimated meaning-
fully due to the very small sample and, more importantlyt tha significance of the variables on which
each of them is based vanishes as the countries abandonaucthéevel target regimes, as discussed
in the previous section. Those models were estimated anpwathey were also complemented by
other three models, where the variables in levels were gsppd and only the rates of change were
considered. Thus, for regime 3, the alternative “CombineaB &s regressors the depreciation rate,
lagged money growth and a constant. “Pure Monetary” has staohand the lagged money growth
rate. The results are displayed in Table 11. Estimation aretsting periods are shown at the top of
the respective column.

— Table 11 here —

The first thing to notice is that none of the models does wedllimegimes, as should be expected

for what was discussed before. The “Pure Monetary” modekwavell in both countries only in
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regime 1. However, for Mexico in that regime, it is outpeni@d in both the RMSE and the DM test
by the “Combined” model. This happens because by being estthfeom 1932 to 1956, the latter
model contains information on money, including the laggse@l and the contemporary rate of change,
as the monetary one, and the insertion of the exchange ggeddevel helps in the forecasts. The
reason is that the peak of the exchange rate depreciatidvihdompensates an increase in the short-
run impact of money growth that is not included in the monetaodel for being estimated until 1956.
The other models do less well in that regime as they are baatssth the RMSE and the DM test by
both models where money has the central role. In Brazil, theetawy model in regime 1 dominates
in terms of the RMSE but there is no statistically meaningfipesiority, according to the DM test
as none of the p-values is less than 0.05. The reason for igt#t tme the short available sample for
forecasting (4 data points).

For regime 2, the reference model is “Pure Exchange Rate”.oth bountries, it dominates in
terms of the RMSE but it only does it in Mexico in terms of the Dddtt In this country, the combined
model does well enough to be beaten only at the 10 perceritdégegnificance. The reason for the
resilience of the combined model in this regime is that itudes the lagged level of the exchange rate
and contemporary exchange rate, the same as the “Pure EpecRate” model. In the case of Brazil,
the lack of dominance of the “Pure Exchange Rate” model idylidee to the small sample to make
the comparison (5 data points).

In regime 3, as a modern preannounced inflation target framewas adopted by the two coun-
tries, traditional monetary variables lost much or all afithusefulness to forecast inflation. As the
error correction models used in the two previous regimeseask#o be useful, they should not beat a
simple inflation forecast based on either an autoregregsaeess or a constant. As said before, two
estimations were made. Only the ones for the simplified nsoded presented but the ones based on
the original models yield similar RMSE and DM tests. This i¢ sorprising because the monetary
variables in inflation targeting regime are little or no sigrant in either of the regression models. The
forecasts for the two countries in this regime are from 2@08a13, so they cover the period of the
crisis and the recovery.

In Mexico, during regime 3, the “Naive” model based on therage of inflation from 2001 to
2007 has a RMSE similar (up to hundredths) to those of the ettoelels but, interestingly enough,
it handily beats them with the DM test. In the case of Braz# RMSE of all models are closer but

the reference model becomes the one with the depreciatienrrat. It appears that in Brazil, the
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exchange rate passthrough did not disappeared as compstel Mexico. This forecasting power
from the exchange rate seems to come from the episode arbaraisis when in Brazil there was
some impact of the exchange rate depreciation on inflatim2014 and 2015, Brazil had an outburst
of inflation well above the official band. This high inflatiop@ears associated to the depreciation that
the real had. It might be related to the fiscal problems th@tgdaced in those years. On the contrary,
similar depreciations in Mexico during the same years didappear to have caused much impact on

inflation as this reached its lowest levels since the CPI beghe published (1969).

6.2 Chile and Argentina

These two countries only experienced one regime with intglicce level targeting although in the
case of Chile there was not data on money to analyze the roleiofdr the whole sample. Thus,
for Chile there is a comparison only for regime 2, the one wiibeeexchange rate is the forcing
variable. The inflation process of this country carries mnehtia so the autoregressive model used
in the comparisons has two lags. When the country adoptediamfleargeting, differently from what
happened in Mexico and Brazil, the autoregressive compatidmniot disappear so there is no naive
model. Argentina never abandoned regime 1, the one drivendney. Table 12 contains the results
for the two countries. The many n.a. in it indicate that thosentries did not reach a given regime.

— Table 12 —

In Chile, the regime 2 model was estimated from 1954 to 197Z@medasts were made from 1973
to 1990, before the country adopted inflation targeting. filne exchange rate model easily beats the
AR(2) model in both RMSE and the DM test. During regime 3, thesdre inverted and it is the
autoregressive model the one that dominates in both counts.

In Argentina, money has always been the leading driver cdiiioih. The model based on money
was estimated from 1951 to 1996, a long period that avoidediifficult years at the beginning of the
1990s when occurred the big jump in money velocity discusdexie. As in the case of Chile, the
autoregressive model had two significant lags. A model baseithe exchange rate and a combined
one were also estimated. As expected, the model based oryrheats the other three models in a
significant way. The model for Argentina has some difficgltie follow the path of inflation since
2008, but this is mostly due to the fact that official data watstracking the path of inflation accurately
(Cavallo, 2012) as was discussed before. Estimating the Inoodie 2007 and forecasting the years
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2008 to 2013, the path of inflation follows that of the datawé&Stats.com, a privately-produced price

index.

6.3 Colombia and Venezuela

These countries never had price level targeting regimerbliable 13 their regimes are also labeled
as those of the other countries. The models for the two cemsntire simple dynamic models and not
error correction mechanisms. In the case of Colombia, thaseamly one regime, that is dominated
by a combined model that contains simultaneously exchaatgelepreciation and money growth. The
superiority is not so strong with respect the model basecherdepreciation rate (p-value of 0.07).
The model was also estimated from 1965 to 2004 and inflatianfar@cast dynamically without re-
estimating and conditioning on the values of money growtth thie depreciation rate. The result was
that the price level forecasted by the model was just 4 pémeove the actual price level at the en
of the sample. This suggests that the country had not achiespletely the characteristics of a
full-fledged inflation target, as in Chile and Mexico, wher&me& money nor the exchange rate help
to predict inflation. However, since 2009 Colombia has ati@imflation rates within its policy range
of 3 + 1 percent which might the final transition to a period with &k texpected characteristics of
inflation targeting.

— Table 13 here —

In Venezuela there were two regimes. In the first one, estéichtom 1961 to 1972, money was
the driving variable and so the pure monetary model domsnatth both the RMSE and the DM test
during the forecasting period 1973-1976. For the seconidhesgvhere models were estimated from
1977 to 2007, the exchange rate model dominates althougk thie highest RMSE. The model works
fairly well until 2006, when the relationship between infbait and the exchange rate depreciation is
altered. This could have been because from 2005 to 2009 fibebéxchange rate remained fixed but
many price setters were not bound to accept it as a pricimgarte. Actually, the eventual rise of the
official nominal exchange rate in 2010 and 2011 followedansd increases of inflation. In 2013, the
official exchange rate grew faster than the price level butais not enough to match the amount of

accumulated inflation since 2005.
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7 Conclusions

Conditional predictability of inflation has evolved in Latkmerican countries depending on the ac-
tions of the central banks. The study of such changes waedamt, whenever possible, with a test
derived from the long-run relationships of the classicahetary model. Such relationships imply
changes in the signs of the coefficients of the monetary bi@san an inflation model if there was a
regime change. These regime changes were identified by dpegies of Granger causality among
those variables. The test is based on unbalanced regreskairare transformed to conditional error-
correction models for inflation. The test was used in thecasere there was a price level targeting
regime. For the other cases, the regime change was iderityfidee analysis of the behavior of simple
dynamic regressions.

All the six countries in the sample started with monetaryimeg where either currency or the
exchange rate were the driving force of inflation. ArgentiBeazil, Chile and Mexico had at some
point an implicit price level target depending on either @ypifthrough the QEM) or the exchange
rate (according to PPP). For those countries, the pasaghrof money or prices to the price level
has been either complete or zero. Neither Colombia nor Vateaver had complete pass-through of
either money or the exchange rate, but the impact of thosablas was still important. For five of the
countries (except Colombia), during the periods when eiti@mney or the exchange rate (but not both)
was the main tool of the central bank to determine inflatiasthimg else seemed to affect inflation
systematically. Only for Colombia both the depreciatiorerand the rate of growth of money were
simultaneously important to determine the inflation rate.

The robustness of the results was put to test with pseudofeaample exercises for each monetary
regime and country through both the root mean square erdoth@Diebold-Mariano test modified for
small samples. In most cases, the models suggested by thretibal framework dominate the rest.
Indeed, at different points in the nineties, Brazil, Chile &hekico, abandoned other regimes in favor
of inflation targeting. This, together with prudent macmsamic policies, caused that inflation began
to behave as it does in the United States or other developedrees, where it is hard to forecast on the
basis of a specific cause. In that regime, simple autoregesss naive models become competitive.
This tendency of inflation to become hard to predict with matiate methods, that rarely beat univari-
ate models, is common in stable economies that implicitlgxglicitly have adopted a preannounced

inflation target.
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Tables and Figures

Table 1: ADF Unit Roots Tests

Argentina Variables 1950-2013 Level | Difference
Price Level p) -0.81 | -1.8¢
Exchange Ratee] -0.41 | -4.8¢
Inflationary Money {n — y) -1.04 | -2.7¢
Money (mn) -0.46 | -3.9¢
Foreign Pricesd + p“®) -0.41 | -4.7°
Brazil Variables 1960-2013 Level | Difference
Price Level p) -0.75 | -1.8¢
Exchange Ratec] -1.57 | -1.9¢
Inflationary Money {n — y) -0.87 | -2.9%
Money (m) 0.83 | -2.1b
Foreign Pricesd + p“®) -0.96 | -1.9¢
Chile Variables 1960-2013 Level | Difference
Price Level f) -1.79 | -2.0b
Exchange Ratee} -1.97 | -2.0b
Inflationary Money {n — y) -3.01 | -1.7¢
Money (m) -3.7 -1.4
Foreign Pricesd + p“*) -1.93 | -1.8¢
Colombia Variables 1950-2013 Level | Difference
Price Level p) -1.79 | -0.8
Exchange Rates] -1.34 | -1.9¢
Inflationary Money {n — y) 0.12 | -5.7¢
Money (mn) -1.61 | -1.19
Foreign Pricesd + p**) -1.46 | -1.5
Mexico Variables 1950-2013 Level | Difference
Price Level p) -0.25 | -8.5¢
Exchange Rates] 0.96 | -4.8¢
Inflationary Money (n — y) 0.67 | -7.6%
Money (mn) 0.98 | -7.6%
Foreign Pricesd + p“*) 0.97 | -5.2@
Venezuela Variables 1950-2013 Level | Difference
Price Level p) 1.07 | -1.17
Exchange Ratec] 1.63 | -1.57
Inflationary Money {n — y) 4.41 | -0.71
Money (mn) 0.98 | -0.8
Foreign Pricesd + p“®) 1.59 | -1.41

a b < ynit Root Hypothesis Rejected at 1%, 5%, 10%

significance level, respectively.
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Table 2. Unbalanced Regressions For the Mexican Inflation @gig in Each Regime
Regressors Full Sample] Regime 1| Regime 2| Regime 3
1932-2013 | 1932-1981| 1983-2000| 2001-2013

constant 1.25 3.46 -7.46 n.s.
(2.39) (6.65) (-5.27) .

(m —y)e—1 0.07 0.2 -0.46 n.s.
(2.43) (6.81) (-5.66) .

(e +p™)i1 -0.07 -0.18 0.40 n.s.
(-2.45) (-6.11) (5.20) .

Amy 0.51 0.5 n.l. n.s.
(7.33) (8.06) . .

Aey 0.34 n.i. 0.53 0.08
(7.92) . (7.33) (1.95)

Api—1 n.s. n.s. n.s. n.s.

Ap;_o n.s. n.s. -0.24 n.s.

. . (-2.73) .

Amy_q 0.12 n.s. n.s. n.s.
(2.71) . . .

JAN I 0.19 n.s. n.s. n.s.
(4.18) . . .

T 81 49 18 13

ADF statistic —8.30¢ —7.84¢ —5.36% —4.03¢

Adjusted?? 0.87 0.77 0.94 0.42

SE 0.06 0.06 0.07 0.01

Jarque-B 0.42 0.59 0.76 0.63

LM(21) autocor 0.14 0.13 0.06 0.71

t statistics are between parentheses.
n.s. means excluded for being nonsignifcant and n.i. mearasinet included.
A n.s. variable is included because it was in the originakegalhmodel for the regime.
A n.i. variable is weakly endogenous within the regime.

@ b < represent 1%, 5%, 10% significance level, respectively.

ADF statistic to test the stationarity of the residuals otiabalanced regression.
For Jarque-B and the LM(2) Autocor statistics the p valuespaovided.
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Table 3: Inflation (\p;) Model in Each Regime for Mexico

Regressors Regime 1| Regime 2| Regime 3
1932-1981| 1983-2000; 2001-2013
constant 3.64 -1.73 0.04
(5.77) (-5.41) 21.09
Pt—1 -0.21 -0.76 n.i.
(-5.31) (-7.72) .
(m—y)1 0.24 n.i. n.i.
(5.84) . .
(e +p™)i 1 n.i. 0.73 n.s.
. (7.37) .
Amy 0.45 n.i. n.s.
(6.99) . .
Aey n.i. 0.54 0.08
. (9.79) (3.2)
Amy_q n.s. n.s. n.s.
JACI n.s. n.s. n.s.
T 49 18 13
Adjusted R? 0.68 0.96 0.42
SE 0.05 0.05 0.01
Jarque-B 0.16 0.94 0.63
LM(2) autocor 0.63 0.36 0.71
LM(1) arch 0.91 0.75 0.93
CUSUM pass pass pass
CUSUM? pass pass pass
N-step proj. fail pass pass

t statistics are between parentheses.
n.s. means excluded for being nonsignificant.
n.i. means it was not included.
A n.s. variable is included because it was in the originakgahmodel for the regime.
A n.i. variable is weakly endogenous within the regime.
For Jarque-B, LM(2) autocor LM(2) arch the p values are mtedi
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Table 4: Unbalanced Regressions For the Brazilian Inflatioe Rst;) in Each Regime

Regressors Full Sample] Regime 1| Regime 2| Regime 3
1964-2013 | 1964-1979| 1982-1998| 1999-2013
constant -0.10 n.i. -2.94 -0.06
(-0.38) . (-3.79) -0.66
(m —y)i-1 -0.02 0.23 -0.66 -0.01
(-0.33) (4.56) (-3.77) -1.11
(e +p™)i1 0.02 -0.27 0.67 0.02
(0.34) (-4.61) (3.80) 1.4
Amy 0.69 0.70 n.i. n.i.
(10.00) (6.36) . .
Ae; 0.31 n.i. n.i. 0.05
(5.27) . (7.61) (2.60)
d1968 n.i. -0.17 n.i. n.i.
) (-2.66) . .
Am_y n.s. n.s. n.s. n.s.
JANCIS n.s. n.s. n.s. n.s.
T 50 16 17 15
ADF statistic —6.45% —4.07% —4.00° —3.67°
Adjusted R? 0.98 0.84 0.96 0.80
SE 0.14 0.06 0.25 0.01
Jarque-B 0.31 0.59 0.80 0.11
LM(21) autocor 0.88 0.13 0.90 0.94

t statistics are between parentheses.

n.s. means excluded for being nonsignifcant and n.i. mearssinet included.

A n.s. variable is included because it was in the originalegelhmodel for the regime.
A n.i. variable is weakly endogenous within the regime.

a b crepresent 1%, 5%, 10% significance level, respectively.

ADF statistic to test the stationarity of the residuals ofiabalanced regression.

For Jarque-B and the LM(2) Autocor statistics the p valuespaovided.
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Table 5: Inflation (Ap;) Model in Each Regime For Brazil

Regressors Regime 1| Regime 2| Regime 3
1964-1978| 1982-1998 1999-2013
constant 1.86 8.44 0.05
(4.95) (5.18) (5.68)
Pt—1 -0.61 -0.94 n.i.
(-5.92) (-5.07) .
(m—y)1 0.66 n.i. n.i.
(5.40) : :
(e +p™)i 1 n.i. 0.99 n.i.
. (5.16) .
Amy 0.31 n.i. n.s.
(2.6) . .
Aey n.i. 0.60 0.04
. (6.08) (3.36)
d>003 n.i. n.i. 0.09
. . (7.61)
T 16 18 15
Adjusted?? 0.90 0.95 0.81
SE 0.04 0.25 0.01
Jarque-B 0.60 0.54 0.98
LM(2) autocor 0.38 0.49 0.57
LM(1) arch 0.41 0.79 0.22
CUSUM pass pass fall
CUSUM? fail pass fail
N-step proj. fail fail pass

t statistics are between parentheses.
n.s. means excluded for being nonsignificant.
n.i. means it was not included.
A n.s. variable is included because it was in the originalegaihmodel for the regime.
A n.i. variable is weakly endogenous within the regime.

The Ericsson-MacKinnon critical values of 1% significancethe

first two regressions is -4.09.
For Jarque-B, LM(2) autocor LM(2) ARCH the p values are pded.
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Table 6: Inflation (\p;) Model in Each Regime For Chile

Regressors Regime 2 Regime 3
1954-1990 1991-2013
constant -0.58 n.s.
(-4.60) .
Di—1 -0.31 n.i.
(-5.18) .
€r_1 0.31 n.i.
(5.18) .
Amy n.i. n.s.
Ae, 0.28 n.s.
(6.60) .
Ap;_y 0.70 0.73
(6.11) (16.59)
Api—2 -0.31 n.i.
(-3.48) .
d2008 n.i. 0.04
. (3.62)
d2009 n.l. -0.05
. (-4.50)
T 37 23
Adjusted?? 0.93 0.96
SE 0.11 0.00
Jarque-B 0.46 0.72
LM(2) autocor 0.41 0.06
LM(1) arch 0.67 0.45
CUSUM fail pass
CUSUM? pass pass
N-step pro;j. pass pass

t statistics are between parentheses.

n.s. means excluded for being nonsignificant.

n.i. means it was not included.

A n.s. variable is included because it was in the originalegalhmodel for the regime.
A n.i. variable is weakly endogenous within the regime.

The Ericsson-MacKinnon critical values of 1% significancethe

first two regressions is -4.09.

For Jarque-B, LM(2) autocor LM(2) ARCH the p values are pded.
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Table 7. An Unbalanced Regression For the Argentinean lofidRiate (\p;)

Regressors Full Sample
1964-2013
constant 0.83
(5.73)
(m —y)i—1 0.29
(5.90)
(e +p™)i1 -0.26
(-5.99)
AV 0.35
(10.00)
Amy 0.25
(4.33)
Aey 0.48
(8.79)
d1968 n.i.
Amy_q -0.30
(-3.81)
JANCIES n.s.
d1986 '030
(-3.81)
d1989 -0.75
(-4.16)
T 54
ADF statistic —5.65¢
Adjusted?? 0.96
SE 0.16
Jarque-B 0.22
LM(1) autocor 0.23

t statistics are between parentheses.

n.s. means excluded for being nonsignifcant and n.i. mearasinet included.

A n.s. variable is included because it was in the originakgahmodel for the regime.
A n.i. variable is weakly endogenous within the regime.

a b crepresent 1%, 5%, 10% significance level, respectively.

ADF statistic to test the stationarity of the residuals ofiabalanced regression.

For Jarque-B and the LM(2) Autocor statistics the p valuespaovided.
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Table 8: Inflation (\p;) Model for Argentina

Regressors Regime 1
1950-2013
constant 0.45
(4.72)
Di—1 -0.21
(-5.26)
(m—y)1 0.23
(5.16)
Aps_1 0.34
(5.02
Amy 0.31
(5.37)
Amy_4 -0.21
(-2.81)
Ae; 0.31
(6.01)
d19s6 -0.69
(-3.72)
d1989 1.89
(10.36)
T 55
Adjusted R? 0.95
SE 0.16
Jarque-B 0.71
LM(2) autocor 0.28
LM(1) arch 0.32
CUSUM falil
CUSUM? pass
N-step proj. pass

t statistics are between parentheses.

n.s. means excluded for being nonsignificant.

n.i. means it was not included.

A n.s. variable is included because it was in the originakegelhmodel for the regime.
A n.i. variable is weakly endogenous within the regime.

For Jarque-B, LM(2) autocor LM(2) ARCH the p values are pded.
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Table 9: Inflation (Ap;) Model in Each Regime for Venezuela

Regressors Regime 1 Regime 2
1961-1976 1977-2013
constant -0.01 n.s.
(-1.09) .
Amy 0.12 n.s.
4.18 .
Ae, n.s. 0.26
. (4.83)
Amy_q 0.15 n.s.
(5.67) .
Api_y n.s. 0.55
. (5.38)
T 16 37
Adjusted R? 0.90 0.68
SE 0.01 0.08
Jarque-B 0.57 0.67
LM(2) autocor 0.24 0.74
LM(1) arch 0.59 0.77
CUSUM pass pass
CUSUM? pass pass
N-step proj. pass pass

t statistics are between parentheses.

n.s. means excluded for being nonsignificant.

n.i. means it was not included.

A n.s. variable is included because it was in the originakgahmodel for the regime.
A n.i. variable is weakly endogenous within the regime.

For Jarque-B, LM(2) autocor LM(2) ARCH the p values are pded.
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Table 10: Inflation {\p;) Model for Colombia

Regressors Regime mixed
1965-2013
constant -0.01
(-0.58)
Amy_4 0.27
(2.58)
Ae; 4 0.15
(2.86)
Apy_1 0.58
(5.86)
T 49
AdjustedR? 0.74
SE 0.04
Jarque-B 0.74
LM(2) autocor 0.20
LM(1) arch 0.00
CUSUM pass
CUSUM? fail
N-step proj. fail

t statistics are between parentheses.
For Jarque-B, LM(2) autocor LM(2) ARCH the p values are pded.
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Figure 1: Residuals of Observed and Fitted Values for Infhagiothe End of Mexico’s Regime 1
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Table 11: Forecasting Comparisons in Mexico and Brazil

Regime 1 Regime 2 Regime 3
Models for Mexico E. 1932-56 E. 1983-92 E. 1983-2000
F. 1957-81 F. 1993-2000 F. 2001-2013
RMSE | DMpv | RMSE | DMpv | RMSE | DMpv
“Combined” 0.04 1.00 0.12 0.08 0.01 0.00
“Pure Monetary” 0.05 0.00 0.13 0.00 0.01 0.00
“Pure Exchange Rate’| 0.08 0.00 0.06 1.00 0.01 0.00
“AR(1)” 0.10 0.00 0.17 0.00 0.01 0.00
“Naive” 0.10 0.00 0.29 0.02 0.01 1.00
Regime 1 Regime 2 Regime 3
Models for Brazil E. 1964-74 E. 1982-93 E. 1982-1998
F. 1975-78 F. 1994-1998 F. 1999-2013
RMSE | DMpv | RMSE | DMpv | RMSE | DMpv
“Combined” 0.12 0.08 0.51 0.25 0.01 0.00
“Pure Monetary” 0.07 1 5.40 0.16 0.02 0.00
“Pure Exchange Rate’| 0.10 0.44 0.03 1.00 0.02 1.00
“AR(p)” 0.15 0.13 2.37 0.22 0.01 0.00
“Naive” 0.08 0.18 1.55 0.19 0.01 0.00

RMSE is root mean square error and DMpyv is the p-value (t-siiudistribution)

for the Diebold-Mariano test with small sample correctionifiég et al., 1997).

E. and F. mean the estimation and forecasting period, resphcti

“Combined” isApt = Bm (m — y)t—1 + Be(e + p*S)e—1 + pmAms + peAer—1
“Pure Monetary” isAp; = Bm(m — y)t—1 + Bppi—1 + dmAmy

“Pure Exchange Rate” idp: = Be(e + p“®)i—1 + Bppi—1 + peAet

“AR(p)"is Apr = Zf B; Ap—; with p=1 for both countries.

“Naive” is the average of inflation of half the sample exceptRegime 3 that goes

from the beginning of regime 3 to 2007.
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Table 12: Forecasting Comparisons in Chile and Argentina

Regime 1 Regime 2 Regime 3
Models for Chile E.n.a. E. 1954-72 E. 1991-2007
F. n.a. F. 1973-90 F. 2008-2013
RMSE | DMpv | RMSE | DMpv | RMSE | DMpv
“Pure Exchange Rate’| n.a. n.a. 0.35 1.00 0.04 0.00
“AR(2)" n.a. n.a. 0.58 0.00 0.02 1.00
Regime 1 Regime 2 Regime 3
Models for Argentina E. 1951-1996 E.n.a. E.n.a.
F. 1997-2013 F.n.a. F.n.a.
RMSE | DMpv | RMSE | DMpv | RMSE | DMpv
“Combined” 0.15 0.02 n.a. n.a. n.a. n.a.
“Pure Monetary” 0.13 1.00 n.a. n.a. n.a. n.a.
“Pure Exchange Rate’| 0.23 0.00 n.a. n.a. n.a. n.a.
“AR(2)" 0.59 0.05 n.a. n.a. n.a. n.a.

RMSE is root mean square error and DMpyv is the p-value (t-siiudistribution)

for the Diebold-Mariano test with small sample correctionriiég et al., 1997).

E. and F. mean the estimation and forecasting period, resphcti

“Combined” isAp; = Bin(m — y)i—1 + Be(e +p**)t—1 + dmAmy + PpeNey_1

“Pure Monetary” isAp; = B (m — y)t—1 + Bppt—1 + dmAmy

“Pure Exchange Rate” for Chile i8p; = Beet—1 + Bppr—1 + dpelet

“Pure Exchange Rate” for Argentinadsp; = Be(e + p“*)t—1 + Bppr—1 + deley
“AR(p)"is Apr = Zf B: Ap—; with p=1 for Argentina and p=2 for Chile.
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Table 13: Forecasting Comparisons for Colombia y Venezuela

Regime 1 Regime 2 Regime Combined
Models for Colombia E.n.a. E.n.a. E. 1961-1990
F. n.a. F. n.a. F. 1991-2013
RMSE | DMpv | RMSE | DMpv | RMSE | DMpv
“Combined” n.a. n.a. n.a. n.a. 0.05 1
“Pure Monetary” n.a. n.a. n.a. n.a. 0.07 0.00
“Pure Exchange Rate’| n.a. n.a. n.a. n.a. 0.06 0.07
“AR(1)" n.a. n.a. n.a. n.a. 0.08 0.05
Regime 1 Regime 2 Regime 3
Models for Venezuela E. 1961-1972 E. 1977-2007 E.n.a.
F. 1973-1976 F. 2008-2013 F. n.a.
RMSE | DMpv | RMSE | DMpv | RMSE | DMpv
“Combined” 0.02 0.02 0.07 0.54 n.a. n.a.
“Pure Monetary” 0.01 1.00 0.05 0.00 n.a. n.a.
“Pure Exchange Rate’| 0.07 0.00 0.09 0.01 n.a. n.a.
“AR(1)" 0.06 0.00 0.06 0.00 n.a. n.a.

RMSE is root mean square error and DMpyv is the p-value (t-studistribution)
for the Diebold-Mariano test with small sample correctionifiéy et al., 1997).
E. and F. mean the estimation and forecasting period, resphcti
“Combined” isAp; = ¢ Amyi + peAer—1

“Pure Monetary” isAp: = ¢y Ay

“Pure Exchange Rate” i&p; = ¢cAey

“AR(p)"is Aps = > B; Ap,—; with p=1 for both countries.
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Figure 2: Residuals of Observed and Fitted Values for Inftaditthe End of Brazil's Regime 1
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Figure 3: Residuals of Observed and Fitted Values for Inftefito Chile’s Exchange Rate Regime
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Figure 5: Residuals of Observed and Fitted Values for Inftadiothe End of Venezuela’s Regime 1
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Figure 6: Residuals of Observed and Fitted Values for Inftefito Colombia’s Whole Sample
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